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Abstract: An active site containing a Cys-X-X-Cys motif
(CXXC), where X denotes any amino acid, is always found
in the thiol-disulfide oxidoreductase superfamily. Because
of its very high propensity for N-termini of R-helices, we
examine the effect of this secondary structure on the
disulfide-linked CXXC electron affinity. A Cys-Gly-Pro-Cys
motif (CGPC) is chosen as an example, as it is the
canonical motif found in thioredoxins. QM/MM calculations
(MP2/6-31+G**:CHARMM) establish that the electron
capture is strongly favored by an N-terminal R-helix, due
to the positive electrostatic potential in the vicinity of the
active site. The enhancement of adiabatic electron affinity
accounts for ca. 0.9 eV for a 12-residues helix and rapidly
converges as the number of alanine residues increases.
A close agreement between a reference thioredoxin (Trx
h) and the corresponding model peptide is found (respec-
tively +2.20 and +2.12 eV), in parallel with experimental
redox potentials [Iqbalsyah et al. Protein Sci. 2006, 15,
2026-2030]. This suggests a simple additive rule for
geometrical and electrostatic effects. The electron affinity
of the CXXC active site is first considered in an isolated
way. Then, the strong modulation of the electrostatic field
created by the R-helix can be added up. This simple
partition scheme allows a proper quantification of the ease
of attachment of a low-energy electron.

Introduction
Rationalizing the outcome of biomolecules under ionizing
radiations is of the utmost importance for the development of

radiation therapy.1 These radiations massively lead to the in
situ formation of low-energy secondary electrons. Strong
experimental evidence for their highly specific attachment on
disulfide linkages of protein has recently been reported.2 In this
Letter, hybrid calculations establish that electron capture is
strongly favored by an N-terminal R-helix (ca. 1 eV), due to
the positive electrostatic potential in the vicinity of the active
site. Conversely, a C-terminal helix lowers the disulfide-linkage
electron affinity. We find a close agreement between a reference
thioredoxin (Trx h, PDB ID code 1TOF) and the corresponding
model peptide (respectively +2.20 and +2.12 eV). This provides
a simple way to predict the ease of attachment of a low-energy
electron.

Disulfide bridges are essential for protein structure and
reactivity. However, they are prone to damage, due to the
relative weakness of covalent sulfur-sulfur bonds. Many
questions arise concerning the following: the ease with which
a disulfide linkage can capture an electron, the factors which
govern the site of attachment, and the outcome of so-formed
disulfide radical anion intermediates. Previous studies have
brought some important partial answers: pulse radiolysis,3

electron capture dissociation,4 Coulomb-stabilization cleavage,5

etc. Yet, we are still far from a sound understanding of the one-
electron addition on disulfide-linkages. In order to gain more
insights into this reaction in macromolecular systems, both
geometrical and electrostatic contributions have to be considered
and properly evaluated. Disulfide linkages are most often cyclic
in proteins, and we recently demonstrated that disulfide electron
affinity is governed by ring strain (1,2-dithiacycloalkanes)6 or
topological frustration (peptides).7 The scope of this Letter is
to assess the contribution of electrostatic effects occurring in
larger biomolecules.

Enzymes of the thioredoxin superfamily are extensively
studied due to their importance in many biological redox
processes.8 Their common active site is a CXXC motif forming
a hairpin-like loop (�-turn), where X denotes any amino acid.
Isolated CXXC peptides exhibit different redox potentials, and
the whole tertiary structure (thioredoxin fold) induces an overall
constant shift toward more reducing values.9 More specifically,
the key role of the N-terminal R-helix,10 although well
established: lowering of pKa,11 enhancement of redox potential,12

etc., needs a more quantitative assessment for an in-depth
understanding of proteins biochemistry. Recent experimental
studies have used intermediate size designed peptides. Neat
agreement between the many-complicated protein and a small
peptide containing solely the R-helix has been reported. For
instance, Doig and co-workers recently established that the redox
potential for the model peptide NH2-CAACAAAAKA-* Corresponding author e-mail: Elise.Dumont@cbt.uhp-nancy.fr.
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AAAKGY-NH2 is very close to the characteristic value of
thioredoxins.12 This has been a posteriori related to the very
high propensity of the CXXC motif to be located at the
N-terminus end of R-helices. Theoretical calculations have also
proved their usefulness for providing new insights into the role
and action of terminal helices in a wide range of situations.13

Computational Details
QM/MM calculations have been performed (MP2/6-31+G**:
CHARMM, see the Supporting Information) to study the effect
of the R-helix on the disulfide bond’s electron affinity.

The second-order Møller-Plesser perturbation theory (MP2)
method has been used to ensure a proper description of a two
center three electron bond. MP2 calculations, alongside with
large basis sets including diffuse functions, have proved to give
accurate results for treating electron capture by simple disulfides.6,7

The choice for the Gaussian basis set (6-31+G**) is based on
previous benchmark calculations on diethyl disulfide.6

The MM surrounding is described with the CHARMM force
field using the CHARMM27 parameters for proteins.14 The QM/
MM calculations are performed with a modified version of the
Gaussian 03 package15 linked to the Tinker software16 for the
MM calculations. In the present case, the QM/MM frontiers
are set at the CR-C� bonds of the two disulfide-linked cysteine
residues. This frontier has been discussed in a previous article:7

the key idea is to take advantage of the highly localized character
of the disulfide bond density.

Results and Discussion
We consider a CGPC tetrapeptide, commonly found in thiore-
doxins, grafted onto an alanine homopolymers chain in an
R-helix conformation. We test both possible orientations (N-
and C- termini) for the helix, and we let its length n vary from
0 to 24 residues.

Geometrical parameters for both neutral and radical anionic
forms are given in the Supporting Information. As observed
for other cyclic disulfides,6,7 geometries of radical anion
compounds are highly malleable. The initial tetrapeptide Ace-
CGPC-NHMe (n ) 0) has a positive adiabatic electron affinity
(EAad ) 1.20 eV), which simply reflects the topological
frustration of the neutral tetrapeptide.7 This value is strongly
enhanced by the presence of an N-terminal R-helix (ca. 1 eV).
The variation of EAad as a function of n is displayed in Figure
1a.

A short alanine chain (n ) 1-4) induces weak and irregular
variations of electron affinity. They come from the subtle
interplay of electronic and geometrical contributions, as struc-
tures are highly flexible. Disulfide linkage propensity to capture
an electron increases monotonously with the number of Ala
residues, ranging from +2.07 (n ) 8) to +2.43 eV (n ) 24).
This enhancement simply corresponds to the usual representation
of the R-helix, which creates an intense dipole (see the
Supporting Information). The N-terminal orientation imposes
a positively charged extremity of the associated electric dipole
in the vicinity of the CXXC motif. The radical anion is
preferentially stabilized, hence the higher electron affinities. Our
calculations provide a quantitative assessment of electrostatic
contributions, which account for ca. 1 eV. This proves that
disulfide electron affinity is considerably modulated by the

environment (tertiary structure); by comparison, mutation of
intraloop residues X accounts for less than 0.3 eV.7 Interestingly
enough, a similar result has been recently obtained for redox
potential of a CAAC motif placed at the N-terminal of a 12-
residue-long R-helix.12

This evolution of adiabatic electron affinity EAad (Figure 1),
once the CXXC motif is grafted onto the (Ala)n chain, arises
from two contributions: (i) the outer electric field and (ii) the
geometrical interplay between the R-helix and the �-turn
fragments. The rapid and regular increase suggests the pre-
dominance of the dipole field effect: the positive charge remains
almost fixed with respect to the disulfide-linkage barycenter,
while the negative charge (C-terminus) moves away from it as
the size of the helix increases. In order to ascertain this
hypothesis and to gain further insights into the nature of the
electrostatic modulation, we performed single point calculations
where the partial charges of alanine residues were turned off.
In this way, the electrostatic embedding of the R-helix is
switched off: the corresponding electron affinities are denoted
EAad*. Their values, given in the Supporting Information, are
very close to the reference for isolated tetrapeptide (Figure 1a).
This clearly establishes that the R-helix modulation almost
exclusively comes from electrostatic contributions. The small
deviations observed for n ) 1-4 are caused by the limited
structural reorganization. A simple yet efficient model for the
R-helix dipole13 is given by placing two point charges δ,
respectively positive and negative, on the nitrogen and carbon
termini atoms of the R-helix. Electron affinities EAad

δ were
computed following this scheme, with all other helix point
charges set to zero. A value of (0.4 e accurately reproduces
the helix effect (Figure 1a).

Conversely, a C-terminal helix tends to disfavor electron
capture by the disulfide-linkage (Figure 1b). The previous
interpretation is directly transferable and is further confirmed
by the electrostatic potential (see Figure 2) . Quantitatively, a

Figure 1. Electron affinity (in eV) of a disulfide-linked CGPC
tetrapeptide grafted on a (a) N-terminus and (b) C-terminus
R-helix, as a function of the number of Ala residues (n). The
EAad, EAad*, and EAad

δ values are represented by black solid
(circles), red dashed (square dots), and blue dashed lines
(triangle dots), respectively. EAad and EAad* correspond to the
QM/MM calculations with and without the electrostatic embed-
ding respectively. EAad

δ corresponds to simplified calculations
where the helix dipole is modeled with two point charges.
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noticeable weakening of the effect is observed: for the same
number of alanine residues, the shifting toward lower electron
affinities is roughly halved in comparison with the enhancement
produced by an N-helix. Variations of the C-terminal domain
is used in proteins of the thioredoxin-like family to reach a
modulation of redox potential.17

If the previous results provide a reliable measure of R-helix
electrostatic contributions, the comparison with a full protein
structure is legitimate. We chose thioredoxin h, a protein from
the eukaryotic green alga C. reinhardtii, as an example. It
features a CGPC motif linked to the N-terminal group of the
R2 motif and the C-terminal group of the �2 motif (C-terminal
strand, see Figure 2). The difference between the isolated
(capped) tetrapeptide Ace-CGPC-NHMe and the full protein
structure comes from the specific environment, the highly
characteristic thioredoxin fold. Our QM/MM calculations predict
a value of +2.12 eV for the adiabatic electron affinity EAad,
which is significantly higher than the +1.20 eV value obtained
for the Ace-CGPC-NHMe tetrapeptide. It is noteworthy that
this value (2.12 eV) is very close to the value obtained for the
model peptide Ace-A12-CGPC-NHMe (EAad ) 2.23 eV). This
agreement could seem rather surprising given the difference
between the real full protein and the model peptide. However,
a similar result was recently reported by Doig and co-workers12

The modeled CAAC peptide, also grafted on a 12-residue-long
N-terminus helix, was found to possess a redox potential of
-220 mV, which is very close to the experimental value for
the corresponding protein (-231 mV). This parallel ascertains
the value of these designed peptides as model systems.

Conclusion
In the present study, the modulation created by an N- or
C-terminal R-helix on disulfide electron affinity of a common
disulfide-linked CGPC motif has been investigated. The elec-
trostatic effects are of the utmost importance in proteins and
lead to a dramatic modulation of disulfide-linkage electron
affinity. A simple partition scheme based on a decomposition

of geometrical and electrostatic effects provides a robust and
simple way to investigate the propensity of thioredoxins to fix
an electron on their unique disulfide bridge. This work sheds
new light on the factors which govern the site of attachment of
low-energy electrons. The analogy between studies on redox
potentials and electron affinities is insightful and may contribute
to the general understanding on disulfide reactivity.
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Figure 2. Electrostatic potential mapped on the van der
Waals surface of a disulfide-linked CGPC tetrapeptide grafted
on a 12-residues δ-helix (neutral form), at the N-terminus (left)
or at the C-terminus (right). Red corresponds to negative
values of the electrostatic potential, blue to positive ones.
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Abstract: A general spin-projection framework is laid out which allows one to perform ab initio
molecular dynamics simulations of antiferromagnetically coupled spin dimers. The method
extends the well-established broken-symmetry formalism and is systematically and consistently
improvable. It allows for accessing structure within the same spin-projection approximation as
employed to compute the exchange coupling constant J of such complexes in their low-spin
state as a function of time. The resulting time evolution of the exchange coupling, J(t), can be
analyzed most conveniently in terms of the corresponding power spectrum, J(ω), thus giving
access to dynamical magnetostructural properties. The method has been implemented using a
well-tested approximation to spin-projection and was applied to a minimal [2Fe-2S] model, i.e.
to the [Fe2S2(SH)4]2- complex at 300 K in vacuo. Thermal fluctuations at room temperature are
found to change the antiferromagnetic coupling J by about 50% with respect to the average
value, and the features of its power spectrum, J(ω), can be traced back to a coupling of J to
particular vibrational modes.

1. Introduction

There is a vast amount of literature on the computation of
exchange coupling constants in bi- and polynuclear transition
metal complexes using both wave function-based and
density-based methods.1–9 Part of this interest is stimulated
by the crucial importance of magnetically coupled transition
metal centers in metalloproteins, such as nonheme iron
proteins.10–13 In particular, in iron-sulfur proteins prosthetic
groups of the type [nFe-mS] consist of a varying number of
iron centers and sulfur atoms that are bridging the iron
centers. In addition, the [nFe-mS] complexes are bound to
the backbone by sulfur atoms typically belonging to cysteine
residues or by nitrogen atoms from histidines in the case of

Rieske proteins. By virtue of the different oxidation states
of the iron sites such cofactors serve as electron transfer
relays and catalytic redox agents not only in bacteria but
also in plants and higher animals.10–13 Thus, particular
combinations of oxidized (ferric) Fe(III) and reduced (fer-
rous) Fe(II) sites can establish different total oxidation states
in a given biomolecular environment. In addition to tunable
oxidation states, the magnetic structure can be rather
involved, as the individual iron centers typically prefer a
high-spin (HS) state, SFe ) 5/2, in the oxidized state with a
formal charge of +3 and a d5 configuration.

A particularly important and well-studied family is the
fully oxidized ferredoxin where the two HS metal centers
in the inorganic [2Fe-2S] complex are magnetically coupled.
This magnetic system consists of two paramagnetic transition
metal centers, Fe3+, both of which have an equal number of
electrons, bridged by two diamagnetic centers, S2-. In the
ground state, the local spins at the metal sites are antifer-
romagnetically coupled to an overall low-spin (LS) state of
this homovalent binuclear core.14,15 To understand the
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bochum.de.

† Present address: Theoretical and Computational Biophysics
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antiferromagnetic coupling it is worth looking at the ex-
change interactions between the two metal centers.16–20 The
two sites can interact either by “direct” exchange or by
“superexchange”. Direct exchange is a through-space inter-
action depending on the direct overlap of the orbitals at the
twometalcenters. Itdecaysexponentiallywith themetal-metal
distance and causes always a ferromagnetic alignment.
Superexchange, on the other hand, is mediated through a
diamagnetic bridge and yields antiferromagnetic coupling in
most cases.

Two complementary pictures are frequently involved to
explain the physical origin of superexchange.4 In the
Anderson model,17,18 one assumes that an electron is hopping
from one metal center to the other through the diamagnetic
bridge. In the HS case, in which all unpaired electrons on
the two metals have the same spin, such hopping is not
possible because all orbitals with this spin are already
occupied. However, in states with lower spin, this hopping
leads to a lowering of the energy, thus to an antiferromagnetic
coupling. The theoretical description of this effect requires
the inclusion of “charge transfer” excitations, i.e. in our
system d5d5fd4d6 excitations.10,21 On the other hand, in the
Kahn model,22 one uses wave functions in which the partially
occupied orbitals at the two metal centers, the “magnetic
orbitals”, are allowed to be nonorthogonal. They can be
delocalized and overlap at the diamagnetic bridge. Again,
in the HS state the Pauli exclusion principle prevents this
overlap, but in states with lower spin it reduces the energy
and leads to an antiferromagnetic coupling. Both models have
in common that the strength of the superexchange coupling,
i.e. the exchange coupling constant J, depends sensitively
on the distance between the metal and the bridging atom in
the “exchange pathway” as well as on the metal-bridge-metal
angle.19,20,23

Accurate treatments of the true multireference nature of
such antiferromagnetically coupled LS ground states require,
in principle, sophisticated electronic structure methods.5–9,19

A much simpler approach is to use a single-determinant spin-
polarized (unrestricted) representation to describe their
electronic structure, usually referred to as the broken-
symmetry (BS) determinant, which describes an electronic
configuration with unpaired electrons localized mainly on
the two transition metal centers. A clear discussion of the
physical content of such BS single-determinant wave func-
tions can be found in ref 21. Obviously, the BS state does
not represent the true antiferromagnetic ground state.24,25

Moreover, this state features spin contamination since it is
not an eigenstate of the total spin operator. Thus, using a
single BS determinant imposes a severe approximation,
although it can be used straightforwardly in the framework
of ab initio molecular dynamics (AIMD) to take fluctuation
effects into account.

Sophisticated quantum-chemical methods, which can be
employed to correctly treat the multireference character of
the ground-state wave function,5–9,23,26 however impose
severe limitations on the systems that are accessible and the
questions that can be addressed. A viable alternative is to
have recourse to exact26,27 or approximate29–31 spin-projec-
tion schemes, which offer a compromise in terms of cost

versus accuracy and allow the calculation of the exchange
coupling constant J directly. They rely on an approximate
purification of the spin state24,32 by carrying out independent
total energy calculations for several spin configurations.1,33

Such schemes have proven to perform particularly well to
compute exchange coupling constants for binuclear homova-
lent complexes in static electronic structure calculations.34–37

Here, we extend the idea of using a two-determinant spin-
projection technique formulated in a generalized framework,
which is suitable for describing the antiferromagnetic
coupling of homovalent binuclear iron complexes. In par-
ticular, this ansatz is the basis for implementing multideter-
minant Car-Parrinello AIMD techniques thus yielding the
extended broken-symmetry (EBS) scheme. The EBS method
allows one to investigate the interplay of structural changes
and magnetic properties at finite temperature, thus extending
the Goodenough-Kanamori rules38–40 from the static limit
to unconstrained dynamics. Along this line of thinking about
magnetic interactions, a very useful tool is to analyze the
power spectrum, J(ω), obtained from the dynamical evolu-
tion, J(t), of the exchange coupling constant, J, that is
computed “on the fly” along the EBS AIMD trajectories. A
particular version of this scheme has already been applied
to analyze the dynamical magnetostructural properties of a
specific ferredoxin in the framework of a QM/MM gener-
alization,41 where the interplay between magnetic dynamics
and vibrational/configurational motion can be understood in
terms of J(ω).

2. Methodology

2.1. Getting Started: Heisenberg Model. On a phenom-
enological level the exchange coupling in homovalent
magnetic dimers may be modeled by the Heisenberg (or
Heisenberg-Dirac-van Vleck) spin Hamiltonian42–44

Ĥ)-2JŜAŜB (1)

where ŜA and ŜB are effective local spin operators at the two
sites A and B, respectively. Usually, J is referred to as the
exchange (magnetic) coupling constant between the two
paramagnetic centers and the sign is taken in such a way
that J > 0 implies ferromagnetic coupling, whereas J < 0
describes antiferromagnetic or ferrimagnetic coupling.

Defining the total (coupled) spin operator Ŝ in terms of
the local spin operators ŜA and ŜB

Ŝ) ŜA + ŜB (2)

the Hamiltonian (1) may be rewritten45 as

Ĥ)-J(Ŝ2 - ŜA
2 - ŜB

2 ) (3)

and hence the energy of a pure spin state is in general given
by

ES )-J[〈 Ŝ2〉S - 〈 ŜA
2 〉 -〈 ŜB

2 〉 ])-J[S(S+ 1)- SA(SA +
1)- SB(SB + 1)] (4)

where S ∈ [Smin, Smax] is the total spin quantum number of
the coupled system; SA and SB are the local spin quantum
numbers, which are kept fixed for the sites A and B. Thus,

Antiferromagnetic [2Fe-2S] Complexes J. Chem. Theory Comput., Vol. 4, No. 8, 2008 1175



Hamiltonian (1) generates Heisenberg’s spin-ladder of eigen-
states (see Figure 1) with total spins S in the range from
Smin ) |SA-SB| (low-spin, LS) to Smax ) SA + SB (high-spin,
HS).

Thus, for given fixed local spin quantum numbers SA and
SB at the two sites, eq 4 gives rise to Landé’s interval rule

ES -ES-1 )-2JS (5)

which allows one to calculate the exchange coupling constant
J knowing the energies of only two states, ES and ES-1.
Moreover, it creates the possibility to access the energies of
all spin states in the ladder (see Figure 1) if J and the total
energy of one state is known. To calculate these quantities
one needs the Clebsch-Gordan-coupled spin eigenstates
|SASB; SM〉 of the employed many-electron Hamiltonian. On
the one hand, these exact spin eigenstates are not easily
accessible computationally for many-electron systems such
as molecular complexes or solids in the framework of
realistic total energy electronic structure calculations. On the
other hand, it appears viable to evaluate the expectation value
〈 Ŝ2〉S of the total spin operator in the total energy expression

ES )-J[〈 Ŝ2〉S - SA(SA + 1)- SB(SB + 1)] (6)

using approximately coupled states as obtained by ap-
proximate electronic structure calculations. Importantly, this
will yield access, via eq 5, not only to J itself but also to
any coupled state of the entire spin-ladder if only one of its
states is known.

2.2. The Broken Symmetry Approach to J. In particular,
the high-spin (HS) and broken-symmetry (BS) states may
be used to estimate the coupling constant J using eq 6 in
conjunction with Landé’s rule.28,29,45 The total energies of
the S ) HS and the S ) BS states, i.e. EHS and EBS, are
given by

EHS⁄BS )-J[〈 Ŝ2〉HS⁄BS - SA(SA + 1)- SB(SB + 1)] (7)

and can be easily calculated using a single Slater or
Kohn-Sham (KS) spin-polarized (unrestricted) determinant.
Here, it is assumed that the considered state is an eigenstate
of the local ŜA

2 and ŜB
2 operators. From eq 7 it is clear that J

can be readily expressed using the difference of the energies
of the BS and HS states

J) EBS -EHS

〈 Ŝ2〉HS - 〈 Ŝ2〉BS
(8)

which is the same formula written down earlier by Yamagu-
chi and co-workers.46,47

At this point it is necessary to address the role of the so-
called “magnetic orbitals” in the calculation of the expecta-
tion value of the Ŝ2 operator.21 Löwdin’s formally exact
expression48 for the total spin of an n-electron system (with
nR and n� spin-up and spin-down electrons respectively), i.e.

〈 Ŝ2〉 )-n(n- 4)
4

+∫Γ(r1σ1, r2σ2|r1σ2, r2σ1)dx1dx2

(9)

where xi ) (ri, σi) is the combined spatial and spin coordinate
of electron i and Γ(r1σ1, r2σ2|r1σ2, r2σ1) is the two-particle
density matrix

Γ(x′1, x′2|x1, x2))
n(n- 1)

2 ∫Ψ * (x′1, x′2, ...., xn) × Ψ(x1, x2, ...., xn)dx3...dxn

(10)

can be rewritten in terms of off-diagonal elements of the
two-particle density matrix49

〈 Ŝ2 〉 ) (nR- n�

2 )(nR- n�

2
+ 1)+ n�

+ 2∫Γ(r1R, r2�|r1�, r2R)dr1dr2 (11)

where nR + n� ) n, and it is assumed without loss of
generality that nR g n�.

In order to rewrite this equation in terms of local spin
operators it is necessary to substitute nR ) nmag

R +nnmag
R and

n� ) nmag
� +nnmag

� , where nmag
R (nmag

� ) and nnmag
R (nnmag

� ) is the
number of unpaired and paired, i.e., “magnetic” and “non-
magnetic” R (�) electrons, respectively. Since nnmag

R ) nnmag
� ,

eq 11 simplifies to

〈 Ŝ2 〉 ) (nmag
R - nmag

�

2 )(nmag
R - nmag

�

2
+ 1)+ nmag

� +Θ

(12)

where

Θ) nnmag
� + 2∫Γ(r1R, r2�|r1�, r2R)dr1dr2 (13)

which is an exact expression that does not rely on any orbital
picture.

In the BS state nmag
R ) 2SA and nmag

� ) 2SB, whereas for the HS
state nmag

R ) 2(SA+SB) and nmag
� ) 0. Thus, eq 8 may be

reformulated using the explicit expression for the total spin
operators to obtain a general formula for the coupling constant J

J) EBS -EHS

4SASB -ΘBS +ΘHS

) EBS -EHS

Smax
2 - Smin

2 -ΘBS +ΘHS

(14)

based on two total energies EBS and EHS together with the
corresponding terms ΘBS and ΘHS, respectively. Note, for

Figure 1. Sketch of a spin-ladder generated by Heisenberg’s
spin Hamiltonian (eq 1) for a d5-d5 binuclear system with an
antiferromagnetic coupling. The position of the BS state within
the ladder is indicated by the dashed line. Note: the BS state
is not the S ) 0 antiferromagnetic LS eigenstate of the
coupled spins.
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a pure spin state |SASB; SM〉 one finds 〈 Ŝ2〉S ) S(S+1), i.e.,
Θ ) 0, which makes clear the well-known point that Θ is
a spin correction term.

In order to understand the physical meaning of the spin
correction terms ΘHS and ΘBS, it is useful to consider the
integral in eq 11 from the point of view of unrestricted
Hartree-Fock (UHF) theory, i.e., within a convenient orbital
picture.24 In this one-determinantal orbital approximation Θ
can be expressed for the HS and BS state as

ΘUHF ) nnmag
� -∑

i

m

∑
j

m

fi
Rfj

�|Sij
R �| 2

(15)

where f i
σ ) {0, 1} denotes the occupation number of the

HF spin orbital ψi
σ, m is the number of orbitals, and S ij

R� )
〈ψi

R|ψj
�〉 is the overlap matrix. For a closed shell case, when

the spatial parts of the R and � parts are identical |S ij
R�| )

δij and the double sum in eq 15 reduces to the number of
occupied states, i.e. the number of paired electrons, such that
the two terms in eq 15 cancel each other, and thus Θ ) 0.

For open shell cases the R and � electrons of the lower-
lying closed shells do not occupy the same spatial orbitals,
since the interactions are different between electrons with
same spin and electrons with opposite spin. Therefore, to
stay within the UHF picture, the double sum will yield less
electrons than the total number of � electrons, which implies
immediately that the expectation value of Ŝ2 will be larger
than the exact one. This gives rise to spin contamination.
In cases like the iron sulfur systems considered in this
work, where there are two radical sites of same spin, the
double sum takes care of the nonorthogonality of the
doubly occupied orbital of R and � spins and the overlap
of magnetic orbitals. Thus, Θ is a “correction term” and
takes into account the spin contamination and the overlap
of magnetic orbitals when 〈 Ŝ2〉HS/BS is evaluated in
expressions like eq 8.

Having discussed the correction Θ in terms of the UHF
approximation, it should be stressed that this term can be
alternatively approximated in the framework of density
functional theory following for instance ref 49. In particular,
using the exchange-only homogeneous electron gas leads to
the expression

ΘLSD )-∫′
[FR(r)-F�(r)]dr (16)

in the spirit of the local spin density (LSD) approximation,49

where the prime indicates that the integration is carried out
only in those regions of space where the spin density is
negative, i.e. for [FR(r)-F�(r)] < 0; the spin density can of
course be computed using a density functional beyond the
LSD approximation. Alternatively, one might just use the
spin-polarized KS orbitals �i instead of the unrestricted HF
orbitals ψi to compute the orbital overlap matrix Sij

R� in eq
15 leading to

Θnonint ) nnmag
� -∑

i

m

∑
j

m

fi
Rfj

�〈�i
R|�j

�〉2 (17)

which yields an approximation in the spirit of the
(fictitious) noninteracting KS reference system concept,49

keeping in mind that the KS determinant is not the wave

function of the (real) interacting many-electron system.
Both density functional based approximations to 〈 Ŝ2〉 , and
thus to Θ in expressions such as eq 14, have been shown
to perform reasonably well for a set of atoms and small
open-shell molecules,49 see also ref 50 for further assess-
ment and development. It is mentioned in passing that
this general idea is open to more sophisticated spin
correction treatments, possibly in connection with more
elaborate density functionals as e.g. addressed in refs 50
and 51 or by incorporating spin symmetry into the KS
treatment as done in the spin-restricted ensemble-
referenced KS method.52–54

In order to proceed, it is useful to consider various
approximations to simplify Θ for the HS and BS states,
which in turn will lead to corresponding approximations to
eq 8 in order to estimate J. First of all, a useful approximation
is to neglect Θ in the HS state, ΘHS ) 0, since spin
contamination effects are typically rather small for HS
states.21 Thus, using either the unrestricted HF or noninter-
acting KS interpretation of Θ, eq 14 simplifies readily to

J) EBS -EHS

Smax
2 - Smin

2 - nnmag
� +∑ i

m ∑ j

m
fi
R,BSfj

�,BS|Sij
R �,BS|2

(18)

In the special case of having only one electron on each
site and considering only the magnetic orbital contribution
to the overlap double sum, this expression reduces to the
formula

J) EBS -EHS

1+ |S mag
R�,BS|2

(19)

derived earlier in ref 33 along different lines. Next, the
overlap contribution of the magnetic orbitals can be simpli-
fied further for systems with more than one electron per site
by treating it in two limiting cases. We will assume in the
following that the R and � nonmagnetic orbitals constituting
the “closed shells” are identical, i.e. S ij,nmag

R�, BS ) δij. The first
possibility is to assume no overlap of the magnetic orbitals,
i.e. “strong localization”. This leads to ΘBS ) 0 and yields

J) EBS -EHS

Smax
2 - Smin

2
if, S ij, mag

R�,BS ) 0 (20)

Furthermore, if Smin ) 0 as in the case of homovalent
binuclear compounds, J is given by

J) EBS -EHS

Smax
2

(21)

which is the formula obtained by Noodleman30 a long time
ago by a very different approach. The opposite approxima-
tion, i.e. “strong delocalization”, consists in assuming that
S ij, mag
R�, BS ) 1 when i ) j and zero otherwise, i.e. ΘBS ) -nmag

�

) -2SB. This treatment leads to

J) EBS -EHS

Smax
2 - Smin

2 + 2SB

, if S ij, mag
R�,BS ) 1 (22)

Using again nR ) n�, i.e. Smin ) 0 and Smax ) 2SB, the
exchange coupling becomes
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J) EBS -EHS

Smax(Smax + 1)
(23)

which is another formula known from the literature55 but
derived here consistently with other approximations. In
addition to just rederiving known formulas for computing J
in a simple and unified manner, the route taken here allows
one to understand on a common basis the various ap-
proximations that are inherent to quite different approaches
used previously in calculations.

2.3. Accessing the Low-Spin Total Energy. Apart from
providing a way to compute J from standard electronic
structure calculations, the spin-ladder idea allows one to also
express the total energy of every spin-eigenstate in terms of
the HS and BS total energies. In particular, the energy of
the (antiferromagnetic) LS ground state, i.e.

ELS )-J[〈 Ŝ2〉LS - 〈 ŜA
2 〉 - 〈 ŜB

2 〉])-J[Smin(Smin + 1)-
SA(SA + 1)- SB(SB + 1)] (24)

can be rewritten formally using the energy of the single-
determinant BS state from eqs 7 and 12, i.e.

EBS )-J[Smin(Smin + 1)- SA(SA + 1)- SB(SB + 1)]-

J[2SB +ΘBS] (25)

as

ELS )EBS + J[Smax - Smin +ΘBS] (26)

Finally, by substituting the general expression for J, eq
14, a general equation for the ground-state total energy can
be obtained as a sum of suitably weighted total energies of
the BS and HS states

ELS ) (1+ c)EBS - cEHS (27)

where c is given by

c)
Smax - Smin +ΘBS

Smax
2 - Smin

2 -ΘBS +ΘHS
(28)

This constitutes a convenient expression of the total energy
of the low-spin, antiferromagnetically coupled ground state
of a spin dimer in terms of easily accessible total energies.
This general energy expression can, of course, be used in
conjunction with the various approximations derived in the
previous section for Θ and thus for J, which yields simplified
LS total energies.

2.4. Extension of the Broken Symmetry Approach:
Two-Determinant Ab Initio Molecular Dynamics. In the
last section it has been shown that the total energy and thus
the potential energy surface of an antiferromagnetically
coupled electronic ground state may be obtained from a
weighted sum of the potential energy surfaces of the HS and
BS states. Consequently, forces acting on the nuclei in the
antiferromagnetic LS state can be represented as a suitably
weighted sum of the corresponding sets of forces

FI
LS )-∇ RI

{(1+ c)EBS}- ∇ RI
{-cEHS} (29)

where it must be stressed that Θ might be a complicated
function of nuclear positions and a functional of orbitals or

the spin density. A dramatic simplification is achieved by
invoking the above-mentioned approximation of no overlap
of the magnetic orbitals and no spin contamination according
to eq 20 (or eq 21 for the nR ) n� special case). This implies
that

c ≈
Smax - Smin

Smax
2 - Smin

2
(30)

so that FI
LS is obtained as a linear combination from

FI
LS ) (1+ c)FI

BS - cFI
HS (31)

since c is just a constant parameter in this limit. Effects due
to spin contamination and overlap of magnetic orbitals will
be discussed later in the manuscript.

At this stage, one can formulate AIMD very efficiently in
the framework of a Car-Parrinello Lagrangian56,57 general-
ized to two determinants

LCP
LS ) 1

2∑I

N

MIṘI
2

+ 1
2∑i

{ (1+ c)[µ〈 �̇i
BS|�̇i

BS〉]

-c[µ〈 �̇i
HS|�̇i

HS〉]}
- { (1+ c)EBS[{ �i

BS} , {RI}]
-cEHS[{ �i

HS} , {RI}]}
+∑

i,j

{(1+ c)[Λij
BS(〈�i

BS|�j
BS〉 - δij)]

-c[Λij
HS(〈�i

HS|�j
HS〉 - δij)] (32)

by expressing all the contributions to the Lagrangian depend-
ing on the electronic structure as a linear combination of
the BS and the HS states. Note that two independent sets of
KS orbitals, {�i

HS} and {�i
BS}, are used to built up the KS

determinants underlying the HS and BS total energy expres-
sions. Correspondingly, the equations of motion for N nuclei
with mass {MI} are given by

MIR̈I )-(1+ c)(∇ RI
EBS)+ c(∇ RI

EHS) (33)

whereas the orbitals move according to

µ�̈i
BS )-(1+ c)(∇ �i

BSE
BS + fconstr

BS )

µ�̈i
HS ) c(∇ �i

HSE
HS + fconstr

HS ) (34)

Here, µ is the ficticious mass of the orbitals, and fconstr are
the forces due to the orthonormality constraints imposed on
the orbitals. These equations show that within this approach
the BS and the HS wave functions are simultaneously
propagated under the constraint that the orthonormality
condition, imposed by the Lagrange multipliers {Λij}, is
satisfied by the two sets of orbitals individually. Thus, the
nuclear dynamics is performed on the ground-state LS energy
hypersurface obtained by a projection according to eq 27.
Note that if thermostats for the electronic wave functions
are invoked,57 the thermostat energy must be calculated
according to the projection scheme as well.
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We will be referring to the above introduced approach as
extended broken-symmetry (EBS) scheme. Most importantly,
this EBS approach allows one to perform molecular dynam-
ics in the antiferromagnetically coupled ground state of a
binuclear complex. Of course, this method can be used
immediately to optimize the structure of such complexes or
to perform vibrational analysis in the harmonic approxima-
tion. Finally, when it comes to computing J it is worth noting
that only such an approach is intrinsically consistent where
the same approximate spin-projection scheme is used to
optimize first the structure for which J is then obtained at
no additional cost. It is noted in passing that the afore derived
EBS scheme can be directly implemented in the framework
of wave function-based or density functional-based methods.

2.5. Computational Setup. In the minimum model used
here for [2Fe-2S] complexes, i.e. [Fe2S2(SH)4]2- in isolation,
the Fe2S2 core is capped by four SH- groups according to
Figure 2, which mimic cysteinyl ligands as found in typical
protein environments.10 This model complex has been studied
first using XR valence bond theory58 and later using
semiempirical as well as configuration interaction (CI)
techniques.59 The EBS method has been implemented into
the CPMD simulation package57,60 which was used for
structure optimization as well as for AIMD simulations all
performed within the spin-unrestricted Kohn-Sham density
functional theory in its plane wave/pseudopotential formulation.

The PBE61,62 exchange-correlation functional was chosen,
and the core electrons were taken into account using
Vanderbilt’s ultrasoft pseudopotentials63 which contain ad-
ditional d-projectors in the case of sulfur as well as scalar
relativistic corrections and semicore states for iron; note that
other functionals of the generalized gradient approximation
type could be used here instead. For the ultrasoft pseudo-
potentials a rather low plane wave cutoff of 30 Ry was
sufficient to obtain convergence in the forces of the nuclei.
The simulation cell was an unusually large cubic box with
a constant edge length of 16.9 Å which turned out to be
necessary in order to converge the representation of the
density for such a 2-fold negatively charged complex. The
charge of the system was decoupled from its periodic images
using the Martyna-Tuckerman Poisson solver to impose
cluster boundary conditions.64

The structure optimizations were performed for the single-
determinant HS and BS states as well as for the projected
LS state within the two-determinant EBS scheme. If not
otherwise stated the approximations to eq 18 leading to eq
21 to compute J30 and eq 27 together with eq 30 to calculate
ELS were used throughout this paper. The criteria were 10-4

and 10-7 a.u. for the forces on ions and the gradient of the
wave function, respectively. The AIMD simulations were
performed using Car-Parrinello propagation56 along with
separate Nosé-Hoover chain65 thermostats for nuclei and
electronic orbitals. The system was thermostatted at 300 K,
and a time step of 0.145 fs was used for the integration of
the equations of motion. The fictitious mass for the orbitals
was 700 a.u., and the hydrogen (H) mass was substituted by
the deuterium (D) mass in all dynamical calculations. The
minimum energy structures from the structure optimization
were taken as initial configurations and equilibrated for
approximately 5 ps at 300 K thermostatting every degree of
freedom individually (“massive thermostating”) to ensure
energy equipartition between all vibrational modes. Subse-
quently, 17 ps long trajectories were collected using one
thermostat for the complete system.

3. Results and Discussion

3.1. Stability of EBS–CP Molecular Dynamics. To
assess the stability of the two-determinant Car-Parrinello
propagation, different energies were calculated from micro-
canonical EBS simulations of the minimum model
[Fe2S2(SH)4]2- for iron-sulfur complexes as shown in Figure
3. At variance with the simulation parameters described in
section 2.5 and used later for the analysis of the magneto-
structural dynamics of the complex, no thermostats were
employed, hydrogen atoms were used instead of deuterium,
and the integration time step was therefore 4 au (≈0.1 fs) in

Figure 2. Minimum model system for binuclear iron-sulfur
complexes with atomic labeling. Color scheme: iron atoms
are brown, sulfur atoms are yellow, and hydrogen atoms are
gray.

Figure 3. Energy conservation during a microcanonical AIMD
simulation in the two-determinant EBS formalism. (a) Upper
panel: instantaneous deviation of the conserved energy H
from its average value, H–〈H〉; lower panel: fictitious kinetic
energy of the orbitals, Ekin, for the BS (brown) and HS (black)
determinants. (b) Conserved energy (dashed line) on the scale
of the EBS potential energy (solid line). All energies are
reported in a.u.

Antiferromagnetic [2Fe-2S] Complexes J. Chem. Theory Comput., Vol. 4, No. 8, 2008 1179



this case. All other parameters were identical to those
described in section 2.5.

In Figure 3(a) the deviation from the average of the
conserved energy,57 H-〈H〉, is plotted along with the ficticious
kinetic energy of the electrons, Ekin, for both BS and HS
determinants. On the simulated time scale of 5 ps the
fluctuations are within 4.0 × 10-6 a.u., and there is no
appreciable drift in conserved energy. This is affirmed by
Figure 3(b), which shows the conserved and the potential
energies on the same scale. Also the ficticious kinetic energy
of the orbitals had no drastic shifts or oscillations and
behaved well during the entire simulation (see the lower
panel in Figure 3(a)).

3.2. Structure Optimization. The first point to be ad-
dressed is the impact of the two-determinant total energy
scheme on the structure of the [Fe2S2(SH)4]2- complex in
vacuo, i.e. a comparison between structures optimized using
the EBS scheme with eqs 30 and 31, compared with the
structures optimized using the conventional single-determi-
nant unrestricted BS and HS states. At the same time we
determine the effect of these structural changes on the
coupling constant J which is evaluated within the ap-
proximation eq 21 in all the three cases. Usually in literature,
J is computed by optimizing the structure within the
unrestricted BS approach, i.e. using EBS only.

Concerning essential structural features such as iron-iron
distance or iron-sulfur-iron angle the BS and the EBS
optimized structures are found to be quite similar, whereas
the complex is more open in the HS state, see Table 1. This
is confirmed by the root-mean-square-deviations (rmsd) of
the atomic positions relative to the EBS structure as compiled
in Table 1.

The rmsd values of the bare core are 0.020 Å and 0.123
Å for the broken-symmetry and the high-spin state, respec-
tively. If the ligand sulfur atoms S3-S6 are taken into account
additionally, the rmsd value for the high-spin case increases
to 0.174 Å, but the trend remains the same. Closer inspection

of the data in Table 1 indicates that the main differences in
the structure are due to the changes in bond lengths and
angles in the Fe2S2 core, whereas the other bond lengths and
angles are very similar. In a previous study66 single point
LS energies have been computed employing Noodleman’s
approach, i.e. eqs 27 and 30, at various Fe-Fe distances for
a similar system, [(Fe2S2)(SCH3)4]2-. The conclusion that
the Fe-Fe distance becomes shorter upon going from the
BS state to the spin-projected LS structure is in agreement
with our observation.

3.3. Exchange Coupling Constant. More pronounced is
the effect of the structural changes due to spin-projection
on the value of the exchange coupling constant J when
obtained consistently at the respective optimized structures.
Clearly, the EBS structure is most compact and thus yields
the largest, i.e. most negative, antiferromagnetic coupling
constant, whereas |J| is smallest for the least compact HS
structure. Overall, the J value can change by nearly a factor
of 2 depending on the structure used to compute it.

To our knowledge no converged quantum chemical J
values are available even for this simple system. But for
related systems67 the absolute value of the coupling constant
is smaller by a factor of 2-3 in experiment as compared to
the present calculations. However, such an overestimation
of |J| is a well-known artifact of using the local density
approximation (LDA), or functionals of the generalized
gradient approximation (GGA) type,68–70 and may be at-
tributed to the self-interaction error (SIE), whereas using only
Fock exchange underestimates J considerably, see the lucid
discussion in ref 25. In standard KS density functional
calculations using LDA or GGA functionals the SIE tends
to delocalize the magnetic orbitals, leading to a stronger
bonding and thus to shorter bond distances. In particular,
such an error can result in an overestimation of the overlap
of magnetic orbitals and thus of |J|.

The problem can be reduced using self-interaction cor-
rection(SIC)schemes,71 for instance insimplifiedversions,72–75

or DFT+U methods.76–80 There are also recent efforts to
improve the calculation of J values by exploiting the virtues
of constrained DFT techniques81 in the framework of
magnetic complexes.82,83 As an alternative approach it was
demonstrated that accurate J values can also be obtained by
the tuning the Fock exchange contribution in hybrid func-
tionals such as B3LYP84 at the expense of adjusting density
functionals for computing a particular property. It is men-
tioned in passing that these and similar schemes can be
combined with our EBS approach thus improving the
approximate DFT description of the BS state as such.

A recent study advocates that formula eq 23 should yield
very good results for the exchange coupling constant
compared to experiment if no SIC is applied.70 This idea
can be analyzed within the present framework; see also ref
25 for a discussion of this proposal. In deriving eq 23 from
eq 18 within the general framework laid out in section 2.2
the approximation of assuming full overlap of magnetic
orbitals, i.e. strong delocalization, was imposed to evaluate
the spin contamination in the BS state only, whereas strong
localization and thus no overlap was assumed in the HS state
as usual. Obviously this increases the denominator by the

Table 1. Structural Data for the Iron-Sulfur Complex in
Different Spin Statesa

distance [Å] HS BS EBS

Fe1-Fe2 2.960 2.676 2.622
S1-S2 3.488 3.488 3.467
Fe1-S1 2.284 2.197 2.172
Fe1-S2 2.297 2.194 2.170
Fe2-S1 2.290 2.202 2.177
Fe2-S2 2.279 2.198 2.176

angle [°] HS BS EBS

S2-Fe1-S1 99.1 105.2 107.0
S2-Fe2-S1 99.5 104.9 105.6
Fe1-S1-Fe2 80.6 74.9 74.2
Fe1-S2-Fe2 80.6 75.1 74.2

rmsd (Fe2S2) [Å] 0.123 0.020 0.0
rmsd (Fe2S2S4) [Å] 0.174 0.020 0.0
J [cm-1] -227 -390 -435

a Selected structural properties and the coupling constant J of
[Fe2S2(SH)4]2- in vacuo in the high-spin (HS), broken-symmetry
(BS), and extended broken-symmetry (EBS) states resulting from
structure optimization in the corresponding state. J is computed
using eq 21 in all cases.
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term +Smax compared to eq 21 and thus decreases the value
of |J| accordingly. The assumption of full overlap results in
ΘBS ) -nmag

� ) -Smax and Smin ) 0 having nR ) n�. From
eq 28 follows, ELS ) EBS as c ) 0 in eq 27. Thus, the true
multideterminantal LS ground state is effectively approxi-
mated by the single-determinant BS state. Besides, this
approximation is intrinsically inconsistent because full
overlap of the magnetic orbitals implies a closed shell
electronic configuration, but an unrestricted BS determinant
is used instead.

At this point it is worth estimating the effect of the spin
correction term ΘBS which includes the degree of overlap
of magnetic orbitals on both structure and coupling constant
J. These properties are easily accessible within the EBS
approach on equal footing. In order to work out these trends
qualitatively, we change the value of Θ from its maximum
value of 0 to its minimum value of -5.0. The structure of
the complex was independently optimized for each value of
ΘBS using the forces eq 29 with c according to eq 28 and J
is computed using eq 14 correspondingly. For the sake of
simplicity this can be viewed as a systematic change in the
overlap of the magnetic orbitals S ii, mag

R�,BS, assuming S ij, mag
R�,BS

) 0 for i * j; note that as usual ΘHS was always kept zero.
The data compiled in Table 2 show that distances are more

affected than angles. It is important to note here that the
structure optimized using ΘBS ) -5.0 (see Table 2) within
the EBS scheme results in a structure which is identical to
that optimized just using the BS state (see Table 1). But the
J values of 325 and 390 cm-1 for this structure were obtained
using eq 18 with ΘBS ) -5.0 (in Table 2) and using eq 21
(in Table 1), respectively. It is apparent from this comparison
that the larger the overlap term S R� the more open is the

resulting structure and thereby the smaller the magnitude of
J. Thus, the structure as well as the value of the coupling
constant could be easily “tuned” by changing the overlap
term, as effectively done in ref 70. However, the assumption
of full overlap of magnetic orbitals seems less justified in
the case of weakly coupled dimers than the other limiting
case, which is the assumption of zero overlap.25 Furthermore,
imposing extreme delocalization is inconsistent with the basic
assumption underlying the validity of the Heisenberg model
in eq 1, which is the basis of the present and related spin-
projection schemes.

3.4. Dynamical Effects on Structure and J. In order to
relate the dynamics of the antiferromagnetic coupling
constant J to the structural dynamics of the iron-sulfur
complex within the BS and the EBS schemes, Car-Parrinello
AIMD simulations were performed using both approaches.
The same trend as obtained by structure optimizations is seen
in both the average structural quantities and the J values
sampled from molecular dynamics trajectories (see Figure
4(a) and Figure 4(b), respectively).

The average values of J are -356 and -403 cm-1 for the
BS and EBS case, respectively, which is a 10-15% effect
on the coupling constant when considering the two-
determinant EBS structure consistent with the spin-projection
formula used to compute J, instead of simply using the
single-determinant BS structure. In addition, the rather broad
probability distributions of J clearly demonstrate J is
fluctuating with considerable amplitudes at 300 K covering
the range from -600 to -300 cm-1 in case of the EBS
approach. These results underline the need of considering
dynamical behavior of such a spin-coupled complex when

Table 2. Structural Data for in Vacuo Optimized
[Fe2S2(SH)4]2– Complex Using Different Values for the
Overlap of Magnetic Orbitalsa

ΘBS 0.000 -0.313 -1.250 -2.813 -5.000

S ii, mag
R�,BS 0.00 0.25 0.50 0.75 1.00

c 0.200 0.185 0.143 0.079 0.000

distance [Å]

Fe1-Fe2 2.622 2.626 2.637 2.655 2.676
S1-S2 3.467 3.470 3.475 3.481 3.488
Fe1-S1 2.172 2.174 2.179 2.188 2.197
Fe1-S2 2.170 2.172 2.177 2.185 2.194
Fe2-S1 2.177 2.178 2.183 2.193 2.202
Fe2-S2 2.176 2.180 2.185 2.190 2.198

angle [°]

S2-Fe1-S1 107.0 106.0 105.8 105.5 105.2
S2-Fe2-S1 105.6 105.6 105.4 105.2 104.9
Fe1-S1-Fe2 74.2 74.2 74.4 74.6 74.9
Fe1-S2-Fe2 74.2 74.3 74.4 74.7 75.1

J [cm-1] -435 -426 -402 -366 -325

a Selected structural properties and coupling constant J of
[Fe2S2(SH)4]2- in vacuo using different values for the spin
correction term ΘBS while keeping ΘHS ) 0. The corresponding
values of overlap of magnetic orbitals S ii,mag

R�,BS when S ij,mag
R�,BS ) 0.0

for i * j. Note that ΘBS ) -5.0 results in a structure identical to
the BS structure (see Table 1); however, the J values are different
as they were computed using eq 18 with different values of ΘBS;
see text for details.

Figure 4. Probability distribution functions for selected
structural quantities and J of the [Fe2S2(SH)4]2- complex for
BS and EBS-AIMD. Normalized probability distribution func-
tions of (a) the Fe1-Fe2 (broken line, circles) and S1-S2
(solid line, diamonds) distance and (b) of the coupling constant
J (solid line, squares) obtained from AIMD of the
[Fe2S2(SH)4]2- complex at 300 K in vacuo using the BS (black,
filled symbols) and EBS (gray, open symbols) schemes. The
corresponding values obtained for the optimized minimum
energy structures are shown as vertical bars using the same
labeling.
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studying its magnetic properties, since J can change by a
factor of 2 just because of thermal fluctuations at room
temperature!

The corresponding averages of the Fe-Fe and the S-S
distances within the core are different for the conventional
and the extended broken-symmetry schemes, indicating
different minima on the free energy surface (FES) even at
room temperature. Additionally, since the widths and thus
the fluctuations are also different, the shapes of the underly-
ing FES in the sampled regions differ as well. While the
average distances of the two bridging sulfur atoms are almost
the same as in the minimum energy structures (cf. the vertical
bars), the Fe-Fe distances are shifted to larger values in
both schemes compared to the respective optimized struc-
tures. Together with the fact that the most probable distances
(determined by the minimum of the PES) and the average
distances (determined by the minimum of the FES) are not
equal, this implies that the observed effect is due to an
asymmetric anharmonicity in the effective Fe-Fe interactions.

3.5. Dynamical Structural Properties. The different FES
produced by the two methods should be mirrored in the
dynamical behaVior of this iron-sulfur complex as well. To
investigate the dynamical behavior of a property P, it is
appropriate to define a correlation function

GPP(t))
〈P(t0) ·P(t0 + t)〉 t0

〈P(t0) ·P(t0)〉 t0

(35)

where 〈...〉 t0 implies the usual average over the reference time
points t0 along the generated trajectory. Its Fourier transform

GPP(ω)) 1
2π∫-∞

∞
GPP(t)exp(-iωt)dt (36)

represents the spectral density, or the power spectrum, of
the corresponding property and can be used to define an
“absorption coefficient”

APP(ω))ω2GPP(ω) (37)

which already includes the so-called harmonic quantum
correction factor.85

To explore the structural dynamics of the complex, it is
convenient to use the (nuclear) velocity autocorrelation
function, GṘṘ(t) where Ṙ is a vector that contains the
velocities of all or selected nuclei in the complex. The
resulting spectra obtained from the EBS and the BS
trajectories at 300 K in vacuo are shown in Figure 5.

At first glance they appear similar, and in both cases two
distinct spectral regions can be identified. The high frequency
region around 1750 cm-1 is assigned to S-D vibrations,
whereas the region below about 500 cm-1 is comprised of
iron-sulfur motion; recall that H was substituted by D for
technical reasons. But on a closer look the spectra obtained
by autocorrelating only the four atoms in the Fe2S2 core in
Figure 5(b) are seen to display differences. In particular the
EBS spectrum is broader at the high-frequency wings and
more structured in the region between about 200 and 400
cm-1.

The individual features of these spectra can only be
understood after performing a spectral decomposition. To
achieve this it is necessary to choose a basis in which the

dynamics can be expressed. Since the atoms of the Fe2S2

core are expected to affect the magnetic properties much
more than the four peripheral SH- groups, we will restrict
the investigation to the dynamics of the Fe2S2 core in terms
of normal modes of the Fe2S2 fragment. However, it is clear
that the ligands also affect the internal motion of the core
due to coupling effects.

Taking into account the approximate D2h symmetry of the
average structure of the Fe2S2 core from the AIMD simula-
tion, it is appropriate to use corresponding symmetry-adapted
normal modes as a basis. There exist six modes, {q�} (see
Figure 6), apart from rigid rotations and translations. Gener-
ally, a coupling of the modes is expected during a molecular
dynamics trajectory. But by taking an appropriate linear
combination of these modes, it is possible to generate a set
of new modes, {q̃�}, with minimal coupling. The coefficients
for the linear combination were obtained by minimizing
∫|A�, �′(ω)|dω. The spectrum A�, �′(ω) is calculated according
to eqs 36 and 37 from the corresponding cross-correlation
function

G�,�′(t))
〈q�(t0)q�′(t0 + t)〉 t0

〈q�(t0)q�′(t0)〉 t0

;�* � ′ , �) 1, . . . , 6

(38)

Here, {q�(t)} denote the projections of the mass-weighted
nuclear positions of the Fe2S2 core, Rc(t), along the molecular
dynamics trajectory on each of the six basis functions {q�}

q�(t))Rc(t) · q� (39)

normalized to zero mean and unit variance where Rc(t) are
in the frame of reference given by the basis.

The modes {q̃�} obtained by this procedure were used to
calculate the spectra A��(ω) according to eqs 36 and 37 from
the corresponding autocorrelation functions G��(t). In Figure
7 the individual spectral components A��(ω) are shown

Figure 5. Spectra AṘṘ(ω) of the velocity autocorrelation
function obtained according to eq 37 from AIMD simulations
of the [Fe2S2(SH)4]2- complex in vacuo for (a) the full system
and (b) only the four atoms in the Fe2S2 core using the BS
(dashed lines) and EBS (solid lines) methods.
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together with the full spectrum obtained for the Fe2S2

fragment. In the following, the modes q̃� are referred to
according to their largest q� component which always
exceeds 97%. Due to the loss of structural symmetry during
the dynamics, g and u modes can couple to each other. Note,
since a normalization to zero mean and unit variance was
performed for the individual q̃�, the relative intensities are
preserved only within the individual spectra A��(ω).

First, the EBS vibrational spectrum is analyzed along these
lines. Its spectral decomposition in Figure 7(a) shows that
the out-of-plane vibration B1u leads to a resonance at 145
cm-1. The B3u and the B1g in-plane vibrations appear at 295
cm-1 and 318 cm-1, respectively. The former shows an
additional peak at 235 cm-1. The B2u mode spans a rather
broad spectral range (300-430 cm-1) having a sharp peak

at 396 cm-1 in addition to a weak intensity region at
300-375 cm-1. The latter could be attributed to a slight
coupling to the Ag, D vibration. The Ag, A angular mode gives
rise to a peak at 160 cm-1, where a slight mixing with B1u

occurs. Also in the spectrum of the Ag, D vibration two signals
are observable, at 340 cm-1 and 364 cm-1. Despite the
decorrelation procedure, residual mixing of this motion with
several other modes (B2u, B3u, B1g, and Ag, A) could not be
avoided, which is, however, weak.

In the BS scheme the spectrum is less complex (see Figure
7(b)) as that of EBS. All modes exhibit a red shift of their
frequencies with respect to the EBS spectrum. The strongest
shifts are observed for the B1g and the B2u vibrations, which
are 35 and 20 cm-1, respectively. Other modes are only
slightly shifted (up to 5 cm-1). Another striking difference

Figure 6. Ideal D2h symmetry-adapted normal modes, {q�}, for the Fe2S2 core of the [Fe2S2(SH)4]2- complex. The small brown
and large yellow spheres represent iron and sulfur atoms, respectively. The blue arrows show the phases and relative magnitudes
of the atomic displacements along each mode.

Figure 7. Spectral decomposition of the spectra AṘṘ(ω) of the Fe2S2 core obtained from AIMD of the [Fe2S2(SH)4]2-complex
in vacuo using (a) the EBS and (b) the BS approaches. The spectral components, A��(ω), were smoothened by a convolution
with a Gaussian function of 5 cm-1 width.
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is that the Ag, D breathing mode exhibits a double peak in
the EBS case (340 and 364 cm-1) but has only a single peak
(360 cm-1) with a shoulder (350 cm-1) in the BS scheme.
It turns out that the mixing of the two Ag modes is slightly
weaker compared to the EBS situation. Interestingly, the B2u

mode couples very strongly to the Ag, D vibration in the BS
case. This coupling could not be removed by the decorre-
lation procedure described above.

We note in passing that the remaining mixing of the
individual vibrational modes is attributed to a deviation from
the harmonic picture or to the interactions of the correspond-
ing modes via the four SH - ligands as noted in the beginning
of this section. Indeed, principal component analysis86 (PCA)
of the trajectories shows, for example, modes in which the
core motion shows Ag, A character combined with symmetric
and asymmetric ligand vibrations (data are not shown here
but see ref 87 for full analysis). Ligand contributions are
also responsible for the features up to 125 cm-1 and the
peaks at 267 and 240 cm-1 in Figures 7(a) and 7(b),
respectively, which are not fully explained by {q̃�}. Also in
this case PCA could reveal modes which show signals in
these particular regions.87

3.6. Dynamical Magnetostructural Properties. In a
simple orbital picture the value of the exchange coupling
constant J is related to the interactions among singly occupied
orbitals, which are mainly located in the Fe2S2 core. Thus,
changes of the structure due to the dynamical evolution of
the four core atoms are expected to most directly affect J
and, thereby, imprint a time-dependence, J(t). This time-
dependent exchange coupling J(t) is most conveniently
analyzed in Fourier space, i.e. in terms of its spectrum AJJ(ω)
calculated according to eqs 36 and 37 from the autocorre-
lation function GJJ(t) defined in eq 35.

The power spectra resulting from the two-determinant EBS
and one-determinant BS dynamics depicted in Figure 8
feature two main resonances at about 150 and 350 cm-1 and
an additional, small feature around 270 cm-1. Moreover, the
lower frequency peak at ≈150 cm-1 is slightly red-shifted
in the BS case w.r.t. the EBS reference where the 350 cm-1

resonance is clearly split in addition.

To reveal the relationships between the structural dynamics
of the complex unraveled in section 3.5 and the “magneto-
dynamics” embodied in AJJ(ω), it is appropriate to analyze

the frequency dependent correlations of J(t) with the
individual contributions of the different vibrational motion,
q̃�(t)

GJ�(t))
〈 J̃(t0)q̃�(t0 + t)〉 t0

〈 J̃(t0)q̃�(t0)〉 t0

(40)

where J̃ indicates a zero mean and unity variance normaliza-
tion of J(t). The spectra calculated from these cross-
correlation functions using eqs 36 and 37, AJ�(ω), clearly
display frequency dependent correlations of magnetic and
structural dynamics.

The spectrum of the exchange coupling constant, AJJ(ω),
and the spectral components of the individual vibrational
modes, A��, are shown for the EBS and BS results in Figures
9(a) and 9(c), respectively. In both cases several vibrational
modes can be identified in those frequency regions where
J(ω) has large intensity. However, the more sophisticated
cross-correlation spectra (see Figures 9(b) and 9(d)) clearly
show that all features of AJJ(ω) for both the EBS and the BS
results can be explained using mainly the two Ag modes.

In particular, the peak at 160 cm-1 and the small feature
at 267 cm-1 in AJJ(ω) of the EBS simulation are both due
to Ag, A vibrations, while the Ag, D symmetric motion is related
to the peaks at 340 and 364 cm-1. Other modes show
relatively small intensities in the cross-correlation spectra
thus indicating only minor contributions to the magneto-
structural dynamics of J.

The influence of the individual modes on the coupling
constant can be understood qualitatively by recalling the
nature of the superexchange interaction,23 in particular how
the vibrations of the core atoms influence the exchange
pathways from one iron atom to the other via the sulfur
bridges. It is clear that increasing Fe-S distances as well as
decreasing Fe-S-Fe angles will decrease the superexchange.
Along the two Ag modes, see Figure 6(c),(d), both superex-
change paths are always affected in a symmetric manner.
For the Ag, D mode both paths simultaneously become shorter
or longer thus enhancing or weakening the superexchange
interaction; note that the Fe-S-Fe angles remain constant
along displacements according to this symmetry. On the other
hand, along the Ag, A motion the weakening and enhancing
of the superexchange is affected by a symmetric increase
and decrease in the Fe-S-Fe angles, respectively.

In the BS case the overall picture is similar; the two Ag

modes contribute most to the dynamics of the exchange
coupling. However, Figure 9(d) shows an additional cross-
correlation of J(t) with the B2u vibrational component. This
mode couples very strongly to the Ag, D vibration. This
coupling could not be removed by the decorrelation proce-
dure described in the previous section (data not shown)
indicating a deviation from the imposed harmonic picture
or a coupling via ligand modes. Moreover, PCA results show
that, unlike in the EBS case, the B2u mode of the BS
simulations deviates more strongly from the perfect sym-
metry (see ref 87 for full analysis). This deviation might be
responsible for the mutual coupling of Ag, D and B2u, directly

Figure 8. Spectra AJJ(ω), calculated from the autocorrelation
function of J(t) from AIMD of the [Fe2S2(SH)4]2- complex in
vacuo using the BS (black dashed line) and EBS approaches
(gray solid line).
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or via ligand vibrations, and causes an incomplete cancelation
of the positive and negative contributions to the exchange
interaction.

Overall, the BS and EBS schemes provide a qualitatively
similar picture of the influence of the skeleton vibrations on
the dynamics of the magnetic coupling constant J, i.e. on
the dynamical magnetostructural properties of this iron-sulfur
complex. In both approaches AJJ(ω) shows a high and a low
frequency domain, which can be ascribed to the Ag, D and
Ag, A modes, respectively. Reinforcing the previous finding
observed from the optimized structures, the exchange
coupling J differs depending on the used scheme alike the
average structures. Within the EBS scheme a more compact
average structure is obtained, and thus the average |J| value
is about 10-15% larger (403 vs 356 cm-1) in the two-
determinant EBS approach compared to the one-determinant
BS approximation. Moreover, apart from a slight blue shift
of the EBS vibrations and thus the resonances in AJJ(ω) with
respect to their BS counterparts, the mixing of modes and
their interplay with the ligands differ. In particular, coupling
of the B2u and Ag, D modes is observed in the BS case. One
manifestation of this different coupling pattern is the
pronounced double peak feature at 340 and 364 cm-1 in the
EBS case which appears as a single peak in the BS spectrum
(at 360 cm-1 with a very weak shoulder at 350 cm-1).

Conventionally, the magnetic exchange coupling in bridged
binuclear transition metal complexes is discussed by means
of the Goodenough-Kanamori rules38–40 which relate the sign
and the size of the coupling constant J to the symmetry of

the magnetic orbitals, the coordination of the metal cations,
and the structure of the diamagnetic bridge. In the present
treatment we are able to go far beyond this static picture
and correlate the structural changes of the Fe2S2 core with
the fluctuations of the antiferromagnetic coupling at finite
temperature. This opens the doorway to a direct comparison
between calculated and measured magnetic properties of
metalloproteins. It should also be mentioned that the Good-
enough-Kanamori rules38–40 give no prediction for the
exchange coupling of two d5 metal cations in tetrahedral
coordination.

4. Summary, Conclusions, and Outlook

In order to understand the structural, but in particular the
dynamical, properties of antiferromagnetically coupled bi-
nuclear transition metal complexes, a novel dynamical
method is introduced. This density functional based scheme
is build upon an approximate spin-projection technique to
represent the multireference low-spin ground state which
extends the traditional description using broken-symmetry
approaches or similar methods. Within this “extended
broken-symmetry” (EBS) approach the total energy and the
forces in the low-spin state are obtained as a particular
weighted sum of the corresponding total energies and forces
of the high-spin and broken-symmetry reference states which
is achieved by an approximate spin-projection technique.
Since this approach provides easy access to gradients, it
allows for structure optimization and for the consistent

Figure 9. Spectra AJJ(ω), together with the vibrational spectral components, A��(ω), of the Fe2S2 core dynamics obtained from
AIMD of the [Fe2S2(SH)4]2- complex in vacuo using (a) the EBS and (c) the BS approaches. Panels (b) and (d) show the
corresponding frequency dependent cross correlations, AJ�(ω), between J(t) and the individual vibrational components, q̃�(t),
together with AJJ(ω) for the EBS and BS approaches, respectively.
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calculation of the exchange coupling constant J, at no
additional cost, using the same spin-projection approximation
for both calculations.

Most importantly, the proposed framework opens the
doorway for an efficient implementation of ab initio molec-
ular dynamics by propagating simultaneously two unre-
stricted Kohn-Sham determinants using Car-Parrinello
techniques. The approach rests on theoretically solid ground
as long as the system can be described by means of the
Heisenberg spin Hamiltonian. The method is general, and
the present implementation can be improved both systemati-
cally and consistently by using more sophisticated spin-
projection approximations to eliminate the spin contamina-
tions of the two Kohn-Sham reference determinants and
by employing a better density functional based representation
of these states.

To assess the value of the new scheme, it was compared
to single-determinant treatments using a relevant but small
binuclear iron-sulfur test system, the [Fe2S2(SH)4]2- com-
plex at 300 K in vacuo. In particular, the more compact Fe2S2

core leads to a |J| value that is larger by about 10-15% in
the EBS case. An interesting finding is the sensitivity of the
minimum energy structure and thus of J on the approximation
to the orbital overlap, i.e. the value of the overlap integrals,
which establishes a unified connection of the outlined method
to various schemes that can be found in the literature. From
a very pragmatic point of view this dependence would offer
the possibility to “fine tune” the structure of the system and
thus |J|. However, it is clearly recommended to improve the
underlying approximations (to the spin-projection and/or the
representation of the reference states, see above) consistently
within the general framework instead.

The present method allows one to carry out efficiently ab
initio molecular dynamics simulations of antiferromagneti-
cally coupled binuclear complexes within a two-determinant
Car-Parrinello scheme. Analyzing trajectories obtained at
room temperature it turns out that thermal fluctuations are
able to change J by as much as about 50% with respect to
the corresponding average value at 300 K. Since J is
generated at no extra cost “on the fly” along the molecular
dynamics trajectory, one can access readily its spectrum (or
“density of states”), AJJ(ω), by virtue of Fourier transforming
its time-dependent evolution, J(t). For the simple
[Fe2S2(SH)4]2- complex in vacuo the resulting power
spectrum of J consists of two major peaks around 150 and
350 cm-1, which can be understood in terms of two
symmetry-adapted vibrational modes, Ag, A and Ag,D, of the
Fe2S2 core. This is to be expected qualitatively since J is
known to depend sensitively on the distance between the
metal cations and the bridging anions as well as on the
bonding angle. But the present technique allows one to go
beyond these qualitative rules in more complex situations,
e.g., when environmental motion couples to the dynamics
of the magnetic core as demonstrated in ref 41.

In the present study, the method has been assessed in much
detail using a minimal model in vacuo. Clearly, for such a
simple case more traditional methods such as harmonic
analysis followed by evaluation of J along selected eigen-
vector displacements can be used to unravel the magneto-

structural properties. At the same time it is evident that the
method introduced can be used “as is” for much larger
molecular systems, i.e. those which are accessible by present
day density functional methods, where many coupled modes
might be relevant for J thus rendering approaches difficult
to apply where all relevant modes have to be identified a
priori. Furthermore, the presented technique can be combined
with suitable QM/MM coupling schemes to include extended
environments via standard force field descriptions as dem-
onstrated in ref 41. The potential of such an approach has
been illustrated recently by studying the rather complex
dynamical magnetostructural properties of the binuclear
iron-sulfur cofactor in fully solvated ferredoxin from
cyanobacterium Anabaena PCC7119. This investigation41

uncovered that valuable information is encoded in the
dynamics of the exchange coupling, J(t), which can be
analyzed conveniently when Fourier transformed into the
corresponding spectrum AJJ(ω). As suggested in ref 41 there
is hope that experimental methods will be developed to
follow the theoretical advances in this emerging field of
dynamical magnetostructural properties.
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Abstract: Ab initio surface-hopping dynamics simulations for the trans-penta-3,5-dieniminium
cation (PSB3) are presented imposing different sets of mechanical restrictions in order to
investigate the response of the molecular system to certain environmental degrees of hindrance.
A general scheme for classification of photoisomerization mechanisms in conjugated chains
based on the analysis of torsional angles is proposed allowing direct characterization of the
different isomerization mechanisms proposed previously. On the basis of a statistical analysis
of 300 trajectories a new photoisomerization mechanism-the Folding Table-was found. This
mechanism and the One-Bond-Flip are almost entirely responsible for the photoisomerization
process in PSB3.

1. Introduction
Protonated Schiff bases CH2(CH)n+1NH2

+ (PSBn) constitute
a very interesting and important class of molecular systems
since they serve as models for studying the photoisomer-
ization of retinal, which is involved in the primary process
of vision and represents the driving force for a proton pump
through cell membranes of Halobacterium salinarium.1,2 The
former process is initiated by a cis-trans photoisomerization
of 11-cis retinal, the chromophore of rhodopsin.3–7 A related
photochemical reaction starts with UV excitation of all-trans
retinal followed trans-cis photoisomerization to 13-cis retinal
in bacteriorhodopsin.8,9 These photoisomerization processes
belong to the fastest photochemical reactions in nature3 and
have been studied extensively in experimental1,10–19 and
theoretical investigations.20–27 Extensive quantum chemical
calculations have been performed for the computation of
photochemical reaction pathways starting from the Franck-
Condon region and leading to the conical intersections where
ultrafast, radiationless decay to the electronic ground state
occurs.21,28–31 Dynamics calculations22–27,32,33 have given
detailed insights into the actual course of these processes
beyond the static analysis. Whereas most of these investiga-
tions have been performed for the isolated PSB system,

several theoretical investigations have been carried out also
with the inclusion of environmental effects.30,34–41 Extensive
calculations with realistic representation of the protein
environment have been undertaken for the electronic ground
state of rhodopsin41 and bacteriorhodopsin42 models includ-
ing dynamics simulations using quantum chemical and force
field methods. Dynamical simulations of the photoisomer-
ization process considering environmental effects are even
more challenging due to increased difficulties in performing
the excited-state calculations. Combined quantum mechan-
ical/molecular mechanics (QM/MM) approaches have been
used for that purpose.24,43 Because of the excessive com-
putational cost of these simulations only a few trajectory runs
could be performed limiting the statistical significance of
the obtained results.

Most of the aforementioned theoretical investigations have
led to the general picture that the photoisomerization
proceeds in a relatively straightforward way by starting with
in-plane skeletal relaxation followed by torsion around CC
bonds holding double bond character in the ground state.
An exception is the recent work of Send and Sundholm21

based on single-reference time-dependent density functional
(TD-DFT) and resolution-of-the-identity coupled cluster to
second order (RI-CC2) methods giving a somewhat different
picture. In spite of the interesting conclusions drawn in this
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work the reliability of these methods is questionable as
comparison of analogous results for smaller PSB chains with
multireference approaches show.25,37,44 In any case, it is clear
that, when retinal or a retinal model is considered within
the protein pocket, spatial requirements for the cis-trans
isomerization become essential for the description of the
isomerization.

In the present work we want to follow a simpler concept
for inclusion of external effects on a PSB chain as compared
to detailed QM/MM simulations. Extended dynamics simula-
tions have been performed by mechanically restricting the
motion of specific PSB sites by attributing artificially large
nuclear masses to terminal hydrogen atoms (for details see
below) in a similar way as implemented by Warshel.27 This
technique of mass restrictions has also been successfully used
by us for aminopyrimidine26,45,46 in order to simulate the
adenine photodynamics. The advantage of this approach is
that the restricted dynamics can be performed at the same
computational cost as the nonrestricted approach and allows
more freedom in the selection of quantum chemical methods
in the dynamics and the calculation of statistically relevant
sets of trajectories. These mass restrictions can be viewed
as models for the link of retinal to the protein surroundings
by the Schiff base bond and for cutting of the retinal end
containing the �-ionone ring. One can also look at these
restrictions in a more general way as certain general restraints
on an unsaturated carbon chain.

Several mechanisms for restricted cis-trans isomerizations
have been proposed in the literature so far. The simplest one,
the torsion around one formal double-bond (one-bond-flip -
OBF),10,30,47 which is supposed to take place primarily in
the nonrestricted isomerization, has been put aside because
of excessive space requirements. The first alternative,
proposed by Warshel based on mixed quantum-classical
dynamics simulations,27 is the bicycle-pedal motion (BP),
which consists of the simultaneous torsion of two formal
double bonds separated by a single bond. Later on, Warshel
and Barboy48 noted that the isomerization could also take
place through a mechanism similar to the BP but with one
of the formal double bonds performing only a partial torsional
motion. We refer to this mechanism as the nonrigid BP
(NRBP). Recently, Frutos et al.24 have brought new evidence
in favor of the NRBP mechanism by their dynamics
simulations on retinal. In their investigation, however, only
one single trajectory was computed, and it is not possible to
draw statistical inferences. Liu and Asato49 proposed another
mechanism named concerted torsion or hula-twist (HT),
which consists of the simultaneous torsion of two adjacent
bonds followed by skeletal relaxation. The HT mechanism
has been extensively discussed in the work of Ruiz et al.50

and Norton and Houk.51 Additionally, a new mechanism has
been identified in the course of the present dynamics
simulations and will be introduced in the current work. The
so-called folding-table mechanism (FT) is a combination of
three concerted torsions, which will be discussed in detail
below.

Although several attempts have been made to verify by
means of dynamics simulations22,23,26,27,34,52,53 how the
photoisomerization actually takes place, the somewhat loose

definition of the different mechanisms makes the comparison
of different data sets difficult. The situation is particularly
critical because the freedom of motion in the dynamics
simulation usually produces geometries that are far from ideal
prototypes. Our present goal is to utilize the PSB3 system,
considered as the simplest example in retinal modeling,28,54,55

to establish clear definitions of these mechanisms, which can
be directly applied to the classification of the dynamical
processes occurring in molecular chains such as PSBn.
Application of this classification scheme is not restricted to
PSB3 chains but can in principle be used for any molecular
chain presenting cis-trans isomerization.

2. Computational Details

The quantum chemical calculations were performed at the
complete active space self-consistent field (CASSCF) and
multireference configuration interaction (MRCI) levels. The
CASSCF calculations were carried out using a CAS(6,6)
averaging over the two lowest singlet states (denoted as SA-
2-CASSCF(6,6)). The reference space for the MRCI calcula-
tions is based on the SA-2-CASSCF(6,6) calculation. For
the MRCI calculations a CAS(4,5) reference space was
chosen (denoted as MRCI(4,5)). This selection was chosen
on the basis of a natural orbital occupation criterion moving
the lowest CASSCF orbital (occupation 1.96) into the doubly
occupied space. The CI expansion included either all single
and double substitutions (MR-CISD) or only single excita-
tions (MR-CIS) from the reference space. When double
excitations are included, the generalized interacting space
restriction56 was adopted. The 3-21G and 6-31G* basis
sets were used.57,58

On-the-fly ab initio nonadiabatic dynamics calculations
were performed using Tully’s surface hopping approach.59,60

The nuclear motion is computed by solving Newton’s
equations based on the Born-Oppenheimer potential ob-
tained by the respective quantum chemical method. The
integration of the classical equations is performed by means
of the velocity-Verlet algorithm61 in time-steps of 0.5 fs.
The total simulation time was 200 fs. The time-dependent
wave function is expanded in the adiabatic representation,
and the time-dependent electronic Schrödinger equation is
integrated using the fifth-order Butcher algorithm.62 In order
to further improve the numerical integration of the time-
dependent Schrödinger equation, a smaller time step ∆t′)∆
t/ms (ms ) 20) is used, with the relevant quantities interpo-
lated from t to t + ∆t. The obtained time-dependent adiabatic
populations were corrected for decoherence effects63 (R )
0.1 hartree) and used for computing the surface hopping
probabilities of a nonadiabatic transition according to the
fewest-switches algorithms proposed by Tully59,60 and
Hammes-Schiffer and Tully.64 At each time-step, a random
event is used to decide whether the system will switch to
another state. The momentum after frustrated hoppings was
kept constant, and after actual hoppings it was readjusted
along the nonadiabatic coupling vector. The initial conditions
for the simulated trajectories are generated by means of a
ground-state Wigner distribution by treating the nuclear
coordinates and momenta within the quantum-harmonic-
oscillator approximation.
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As already mentioned above, in addition to the nonre-
stricted dynamics, restricted simulations were performed. The
restrictions were imposed by increasing the masses of the
terminal hydrogen atoms. Two sets of restrictions were
constructed. In the first set, two hydrogen atoms (R1 and
R4 in Figure 1, later on denoted as restricted hydrogens)
were modified. The restricted hydrogens were positioned in
trans orientation to each other. This choice is designed to
model the situation where the restricted hydrogen atom
located at the nitrogen end represents the binding of PSB3
to the protein, whereas the other restricted hydrogen atom
stands for the rest of the retinal chain. After preliminary test
calculations a mass of 1000 au was used. This choice
practically fixes the positions of these hydrogen atoms during
the dynamics. In the second set of restrictions, masses of
1000 au were given to all four terminal hydrogens. Using
these two sets of restrictions, dynamics simulations starting
at the trans isomers of PSB3 were performed.

A total of 300 trajectory calculations for the restricted
PSB3 systems were performed (100 for each of the system
with no, two, and four restrictions). The CASSCF and MRCI
calculations have been performed using the COLUMBUS
program system65–67 and the methods for analytic computa-
tion of gradient and nonadiabatic coupling vectors.68–72 The
on-the-fly surface-hopping calculations were carried out by
means of the program system NEWTON-X25,73 using the
quantum chemical data computed by COLUMBUS at each
time step. The automatic classification of the observed
motions was performed using an analysis program developed
in our group.

3. Validation of the Theoretical Level

In on-the-fly dynamics calculations, energies, gradients, and
nonadiabatic coupling vectors have to be computed at each
time step leading to hundreds of thousands of individual
quantum chemical calculations. Therefore, it is crucial to find
a balance between the quality of the approach (choice of
method and basis set) and the computational cost. Under
these circumstances accuracies as they are achievable in
conventional single-point calculations and geometry opti-
mizations are out of reach. Thus, before starting such time-
consuming dynamics simulations, static test calculations on
the investigated systems were carried out with the aim of
judging the performance of different approaches for calculat-
ing the excited-state energies and finding the optimal
procedure. The main purpose of this part of the investigation

is the assessment of the unpolarized 3-21G basis for use in
the main body of dynamics calculations. This basis set, which
has been examined and used in recent dynamics investiga-
tions of other groups74–76 and in our group as well,25 is a
natural candidate for achieving substantial savings in com-
puter time if the resulting energy surfaces are not distorted
too much. However, it is also clear that with the drastic
reduction in basis set size certain inadequacies are unavoid-
able. Additionally, the influence of the choice of the quantum
chemical method has been investigated as well.37 This
assessment is performed in several steps. In step 1 the critical
points on the energy surfaces relevant for the photoisomer-
ization process-vertical excitation energies, the S1 energy
minimum (S1min) under planarity restriction, and the struc-
ture for the minimum on the crossing seam (MXS) of the
torsion around the central bond-were investigated. In step
2 approximate reaction paths starting from S1min to the S0/
S1 MXS have been examined. The reaction paths have been
obtained by means of the method of linear interpolation of
internal coordinates (LIIC) between these two structures
using natural internal coordinates as defined by Fogarasi et
al.77 Finally, the lifetimes of dynamics calculations are
compared with previous results.23,24,26,27,33–35

Figure 2a shows the differences in bond lengths along the
trans-PSB3 chain for the S1min structure employing the SA-
2-CASSCF(6,6), MR-CIS(4,5), and MR-CISD(4,5) methods
and the 6-31G* and 3-21G basis sets. Full Cartesian
coordinates are given in the Supporting Information. Results
for the optimized S1min structures obtained with the smaller
basis sets agree quite well with those obtained with the
6-31G* basis. Differences in bond distances are mostly
smaller than 0.01 Å within the same method. The largest
difference of 0.04 Å was observed for the C3-C4 bond with
MR-CISD(4,5). However, all methods predict this bond to
be the longest one, and, therefore, the torsion around it is
expected to be favored. The second largest difference
between both basis sets is the elongation of the N1-C2 bond
by ∼0.015 Å for the CASSCF/3-21G calculation. This
difference is also reflected in dynamics calculations for
CASSCF/3-21G where a secondary channel of deactivation
due to the torsion around the N1-C2 bond has been
observed.25 The use of the MR-CIS/3-21G method removed
this artifact due to a reduction of the N1-C2 bond in
comparison to CASSCF. The basis set differences in bond
lengths observed for the MXS structure are of the same order
as in the case of the S1min structures (Figure 2b and the
Supporting Information for Cartesian coordinates). In agree-
ment with previous investigations31,53–55 the geometry of the
MXS is reached by a ninety degrees rotation around the
central double bond and concomitant adjustment of bond
lengths.

Figure 3a shows that the shapes of the LIIC curves are
very well reproduced by the calculations employing the
smaller basis set. Differences are observed primarily in the
neighborhood of the S1min structures and amount to about
0.3 eV in the maximum and result from differences in the
quantum chemical method rather and not from the basis set.
Furthermore, the energies of the aforementioned key points
of the photoisomerization process relative to the ground-

Figure 1. Numbering of atoms in PSB3 with indication of
restrictions; nonrestricted PSB3: R(1-4) ) H; PSB3 with two
restrictions: R1 ) R4 ) “restricted hydrogen”, R2 ) R3 ) H;
PSB3 with 4 restrictions: R(1-4) ) “restricted hydrogen”.
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state minimum are quite the same for different basis sets
(see Table 1). Typical differences are close to 0.1 eV or less
for the CASSCF and MR-CIS methods. Slightly larger
differences reflecting the corresponding changes in geometry
for the same level are observed only for the MR-CISD
method.

Moreover, the lifetime of PSB3 obtained in the current
work is not significantly affected by the choice of the two
examined basis sets. The average lifetime of 96 fs obtained
from the trajectories with no restrictions and the 3-21G basis
agree well with the results obtained with the 6-31G* basis
set (98 fs for unrestricted dynamics).26

To verify our choice of computational method and basis
set even further, especially in view of future applications to
larger protonated Schiff bases, calculations on the 5-cis and
5-trans isomers of the hepta-3,5,7-trieniminium cation
(PSB4) were performed as well. Similar to PSB3 a very good
performance of the 3-21G basis set was observed. In the
Supporting Information (Table SI1) vertical excitation ener-
gies and energies of key points for both isomers of PSB4
are collected. The calculations employing the CASSCF(8,8)/
6-31G* and CASSCF(8,8)/3-21G methods show very good
agreement. This is further assured by LIIC potential curves
(Figure 3b) computed for both levels of theory.

Combining the all just-described experience, the MR-CIS/
3-21G approach was chosen for performing the dynamics
calculations of PSB3. Tests using the MR-CISD/3-21G
approach did not show significant improvement, and the cost
of such calculations is severe making it extremely difficult
to obtain statistically significant samples. The present
systematic survey gives us the confidence that the major
features of the dynamics such as the structural and energetic
changes and lifetimes are reasonably well reproduced. We
expect-and test calculations on PSB4 presented here confirm
this expectation-that the performance of the 3-21G basis
will be of similar good quality also for the larger PSB
members. However, it is also clear that great care has to be
exercised when trying to extend this experience to other
molecular systems.

4. Classification Scheme

The purpose of this subsection is to describe the methods
used in this work to analyze the geometrical evolution of
the PSB3 chain. The behavior of the dynamics of PSBn
systems during the photodecay has been characterized in
previous theoretical investigations as a two-step process in
terms of initial skeletal stretching and subsequent torsional

Figure 2. CN and CC bond lengths for unrestricted PSB3 in a) S1 minimum and b) for the S1/S0 MXS determined for different
approaches employing the 6-31G* and 3-21G basis sets.

Figure 3. Energy paths connecting the minimum in the S1 state (trans isomer) to the MXS and the MXS to the minimum in the
S1 state (cis isomer). a) PSB3 calculated at the (SA-2) CASSCF(6,6), MR-CIS(4,5)/CASSCF(6,6) and MR-CISD(4,5)/CASSCF(6,6)
levels using the 6-31G* and 3-21G basis sets and b) PSB4 calculated at the SA-2-CASSCF(8,8) level using the 6-31G* and
3-21G basis sets. Energies are given relative to the optimized ground-state structure.
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motion around a double bond.54,78,79 In the initial stage of
the dynamics the system relaxes by adjusting the bonds
length, elongating the double bonds, and shortening the single
bonds.54,78–80 After adjusting all bonds, the molecular system
proceeds to the second step of the dynamics. The crossing
seam is reached by skeletal torsions around one54 or more
bonds.24,27,48 When the system then switches from the excited
state to the ground state along a torsional mode, it can either
continue or reverse the motion that led to the MXS and
further relax to the final product geometry.

The initial phase of the quasi-planar CC bond length
relaxation is relatively short24,26,33 (10-15 fs) and seems to
be straightforward, whereas the second phase of torsional
modes is certainly much more involved and finally deter-
mines the outcome of the dynamics. Therefore, we concen-
trate in our analysis on the torsional phase. In order to get
better insight into this process this step was analyzed by
dividing it into two stages. The first stage concerns the
torsions leading to the conical intersection, and the second
stage relates to the continuation of the motion on the ground-
state energy. Both stages are characterized by complicated
torsional modes coupled to bending and stretching modes.
To characterize the evolution of the torsional angles in the
first stage differences ∆θi ) θi

hop - θi
0 are computed for

all skeletal torsional angles where θi
0 is taken from the

ground-state geometry as given by the initial conditions of
the trajectory and θi

hop is the angle at the time of the hopping.
Thedihedralanglesusedintheanalysisareθ1)R1-N-C2-C3,
θ2 ) N-C2-C3-C4, θ3 ) C2-C3-C4-C5, θ4 )
C3-C4-C5-C6, and θ5 ) C4-C5-C6-R4 (for number-
ing see Figure 1). Analysis of these angles in the course of
the dynamics will lead to wide distributions. For examples
see Figures 4 and 5, which are discussed below. From these
distributions no obvious separation in different classes can

be observed. In order to achieve a simple classification, ∆θi

values have been assigned to one of three groups in 30°
ranges between 0 and 90°. These groups have been labeled
according to their progress in the torsional mode as discussed
below. Test calculations using different angle increments
have shown that this division represents a good compromise
between sufficiently fine granularity for the description of
individual classes of structures and simplicity in terms of
number of classes.

The purpose of this classification is to give a rough
overview of an otherwise complicated and detailed situation.
In spite of the admittedly arbitrariness of this procedure with
respect to the selected angle thresholds we think that it is
useful and allows for simple classification schemes. If the
change in a given torsional angle was located between 0°

Table 1. Relative Vertical Excitation Energies (VEE),
Energies of S1min, and MXS for cis and trans Isomers of
PSB3

CASSCF MR-CIS MR-CISD

PSB3 (trans)
S0

a

6-31G* -248.250193b -248.349618b -248.891836b

3-21G -246.875623b -246.959738b -247.331737b

VEE
6-31G* 4.84 4.39 4.61
3-21G 4.93 4.45 4.70
E(S1min)
6-31G* 4.45 4.15 4.42
3-21G 4.49 4.17 4.43
E(MXS)
6-31G* 2.63 2.85 2.66
3-21G 2.70 2.76 2.53

PSB3 (cis)
S0

a

6-31G* 0.15 0.16 0.14
3-21G 0.13 0.15 0.12
VEE
6-31G* 4.68 4.22 4.45
3-21G 4.81 4.31 4.57
E(S1min)
6-31G* 4.54 4.16 4.38
3-21G 4.58 4.22 4.54

a Geometries obtained at the B3LYP/SV(P) level of theory.
b Values in Hartrees.

Figure 4. Histograms of changes in torsional angles of the
formal double bonds (∆θi, i ) 1,3,5) at the moment of hopping
relative to the planar ground-state structure.

Figure 5. Histograms of changes in torsional angles of the
formal single bonds (∆θi, i ) 2,4) at the moment of hopping
relative to the planar ground-state structure.
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and 30°, this change has been considered as “not relevant”
for the trans-cis isomerization and has been labeled as
“unchanged” (denoted by the letter ‘a’). When a given ∆θi

was situated in the interval between 30° and 60°, the change
was classified as “partial” (denoted ‘b’). The third group
consisted of angles that had changed by more than 60°. This
change was considered as “significant” (denoted ‘c’).

Using this criterion, any given PSB3 geometry can be
classified according to its five dihedral changes ∆θi or {∆θi}
patterns, and the progress in the torsional modes can be
analyzed quickly. Table 2 shows examples of {∆θ} patterns
observed in the dynamics runs corresponding to each of the
five types of isomerization mechanisms mentioned in the
Introduction. The one-bond-flip (OBF)10,30,47 is defined here
as the process for which only one significant or partial
change in a dihedral angle is found, whereas all other dihedral
angles remain unchanged. The folding-table (FT) mechanism
can be described as a combination of three torsions, with
the main central torsion accompanied by two partial torsions
on both sides separated by one unchanged dihedral angle
each. The bicycle-pedal (BP)27 mechanism is characterized
by simultaneous significant changes of two dihedrals that
are separated by one dihedral angle in between that stays
unchanged during the motion. The nonrigid bicycle-pedal
(NRBP) mechanism48 represents a case similar to BP;
however, the torsion around one of the bonds proceeds slower
or starts later than the other. This behavior results in a partial
change of the corresponding dihedral angle, which resembles
a situation when one of the “pedals” is loose and the motion
is no longer rigid. The last mechanism, the hula-twist49–51

(HT) is described as a simultaneous significant change of
two neighboring dihedral angles not accompanied by any
other torsion.

The second stage of the torsional part of the dynamics-the
behavior of the molecule after hopping to the ground
state-has been examined from two points of view. The first
one concerns the continuation of the motion leading to the
conical intersection, and the second one its outcome in terms
of the final product. For this purpose the following scheme
was applied. The torsional motion of PSB3 is checked 20 fs
after the hopping for changes in the dihedral angles with
respect to the value at the hopping. Only torsional angles
characteristic for the given type of motion are investigated.
In the OBF case, for example, only the dihedral angle with
significant or partial change is checked. If this change is
larger than a threshold of δ ) 20° or smaller than -δ, then
the motion is classified as continued or reVersed, respectively.

If this threshold is not reached within this time, the motion
is examined again after each 5 fs. Previous calculations had
shown that major changes of dihedral angles proceeded
within a time range of about 50 fs.24,39,43,52 Therefore we
decided to continue this analysis for a somewhat longer time
(60 fs after the hopping event), always trying to classify the
motion either as continued or reVersed. In addition to
checking the motion toward the conical intersection with
respect to continuation or reversal, the question is examined
whether this motion is so pronounced that it also leads to a
cis or trans structure within 60 fs. For this purpose all five
dihedral angles θi are examined. The designated fragment
is considered as trans (E) if the corresponding dihedral angle
was in the range of 180° ( 60° or cis (Z) if the angle fell
into the range of 0° ( 60°. The geometry is classified in
terms of {θi} patterns. The EEEEE and EEZEE patterns,
for example, correspond to the all-trans and to the 3-cis
structures, respectively. It is expected that the application
of such a final product analysis should be especially
important for the classes of restricted systems. Since the size
of the PSB3 molecule is relatively small and full relaxation
is not allowed in this case, the excess energy can cause
additional torsions, usually not observed in the case of the
nonrestricted dynamics. Therefore, especially with 4-restrict-
ed PSB3 the direct continuation of the motion leading to
the conical intersection need not result in creation of the
corresponding final product in many cases. Independently,
the final structure is determined at the end of the simulation
time.

5. Results and Discussion

5.1. Mechanism Leading to the Conical Intersection.
The main mechanism leading to the conical intersection in
unrestricted PSB3 is the OBF around the central C3-C4
bond.22,26,30,54 The existence of external restrictions, how-
ever, modifies the character of this mechanism by enforcing
additional torsions. The analysis of ∆θi values at the time
of hopping (Figures 4 and 5) indicates that the distribution
of changes in torsional angles extends significantly beyond
30° only for bonds corresponding to double bonds in the
ground state. Thus, practically only those bonds are involved
in the initial phase of the isomerization process, while torsion
around formal single bonds is of minor importance. As
expected, the major changes in the torsional angles are
observed for the central CC bond, which shows broad peaks
at around 60° for all types of dynamics simulations,
unrestricted, 2- and 4-fold restricted (Figure 4). This fact
correlates well with the strong elongation of this bond in
the planar S1 minimum structure displayed in Figure 1. The
fact that the conical intersection is on the average encountered
at torsional angles significantly smaller than the 90° of the
MXS has been already observed and discussed previously.26,29

All trajectories have been analyzed according to {∆θi}
patterns presented in the Classification Scheme described
above. This analysis is summarized in Table 3. In the case
of the nonrestricted dynamics and the dynamics with two
restrictions, the dominating fraction of trajectories follows
the OBF to the conical intersection. In the nonrestricted case,

Table 2. Examples of {∆θ} Patterns Used in the
Classification of the Types of Motions in PSB3a

dihedral angle change ∆θi

N-C2 C2-C3 C3-C4 C4-C5 C5-C6

OBF a a c a a
BP a c a c a
NRBP a c a b a
HT a a c c a
FT b a c a b

a For OBF, for example, only the pattern corresponding to the
central torsion is shown. a - 0° e ∆θi < 30°. b - 30° e ∆θi < 60°.
c - 60° e ∆θi e 90°.
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the OBF is realized entirely by torsion around the central
bond. Additional analysis of trajectories classified as “other
motion” showed that all of them also feature the OBF
mechanism, accompanied by partial neighboring torsion
changes exceeding 30° slightly by ∼1°. For the system with
two restrictions, 75% of trajectories reach the conical
intersection by rotating around the central bond. In both cases
no additional isolated rotations at the ends of the PSB3 chain
have been observed. Similar to the unrestricted system
additional analysis of the “other motion” trajectories represent
a situation similar to the one-bond-flip, or alternatively a
folding-table process occurs, which is accompanied by a
partial single bond rotation. This latter torsion angle change
is, however, larger (average of 5° beyond 30°) than in the
unrestricted dynamics, a fact which precludes them from
being classified as an OBF or FT according to our criteria
(see also Figures 4 and 5). A minor fraction of trajectories
with two restrictions (9%) followed the FT mechanism.

With four restrictions the percentage of OBF drops to 33%.
Since all terminal hydrogen atoms are fixed, torsion around
the central bond is accompanied by other structural adjust-
ments within the heavy-atom skeleton, while the possibility
of the adjustments made by extended motion of the terminal
heavy atom is ruled out. As a consequence of these
restrictions the FT mechanism, illustrated in Figure 6,
becomes dominant. The character of the main torsion
resembles an OBF; however, one observes additional partial
torsions at the terminal bonds on either side of PSB3. These
partial torsions lead to a rise of the central CC bond above
the original PSB3 plane.

It is worth noting that the other mechanisms that have been
suggested to occur in restricted isomerizaton-BP, NRBP,
and HT-have not been observed at all during the PSB3
dynamics.

5.2. Motion after Surface Hopping. The motion after
hopping to the ground state is important since it will
determine the final product formation. Several situations can
be distinguished. The motion leading to the conical intersec-
tion is continued or reVersed, or the molecular system stays
in the vicinity of the conical intersection at least for the time
of the analysis (60 fs, see the section on the Classification
Scheme). Since in this work only the isolated PSB3 system
is investigated, no energy transfer to the environment can
occur, and the dynamics correspond to a vibrationally hot
motion in the ground state during this stage. Therefore,
additional vibrational modes may be activated by means of
internal vibrational relaxation. In the course of the time
period (200 fs) that was investigated here, such vibrational
activation occurred mostly in the case when the continued
motion was observed and new torsions around other bonds
inactive in the earlier stages of the dynamics became
important. On the other hand, the analysis presented below
shows that when a reVersed motion is observed, it reverses
always with 100% efficiency.

Table 4 presents the results of the analysis after the
hopping with regard to motion continuation or reversal with
a maximum assessment time of 60 fs. Further analysis
determining whether the examined torsion leads at least
temporarily within a 60 fs time span after the hopping to an
associated cis or trans structure is presented in Table 5. In
the nonrestricted system 70% of trajectories classified as OBF
continued this torsion after hopping (Table 4). The results
given in Table 5 show that the majority (89%) of continued
motion resulted in the formation of cis-PSB3. A similar trend
was observed for the doubly restricted dynamics, where 65%
of OBF motions (Table 4) leading to the conical intersection
also led to cis-PSB3 with an efficiency of 84% (Table 5).
The situation changes when the fully restricted system is
regarded. The ratio of the continued motions remains
approximately the same (70%); however, only 22% of them
end up in the cis structure. This drop is accompanied by a
very large percentage of undetermined geometries (65% of
continued OBF). This fact is closely related to the restriction
imposed on the system, which simply makes the change of

Table 3. Statistics of the Motions for all-trans PSB3
Leading to the Conical Intersection (in % of Trajectories)

system OBF FT other motion no hopping

no restrictions 91 0 4a 5
2 restrictions 75 9 14 2
4 restrictions 33 55 0 12

a All 4 trajectories showed OBF(C3dC4) accompanied by
neighboring rotation slightly (∼1°) larger than 30°.

Figure 6. Characterization of the folding-table mechanism
(snapshots taken from an actual trajectory). The line given in
the second and third snapshot represents the initial chain.

Table 4. Motions after the Hopping (in % of Trajectories
Given at the Time of Hopping (See Table 3))

OBF FT

system cont. rev. cont. rev. no classification possiblea

no restrictions 70 70 0 0 0/0
2 restrictions 65 32 62 38 3/0
4 restrictions 70 27 40 49 3/11

a Rrelative to all trajectories assigned to OBF/FT.

Table 5. Fraction of Trajectories (in % of Continued
Motion Given in Table 4) after the Hopping Leading to
3-cis or 3-trans PSB3 (See Text for Explanation)

OBF FT

cont. motion cont. motion

system cis trans undeterm cis trans undeterm

0R 89 5 6 - - -
2R 84 16 0 100 0 0
4R 22 13 65 32 5 63
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the central torsional angle beyond 120° extremely difficult.
In this case the central torsion stays in the range between
60° and 120°. On the other hand, when the motion leading
to the conical intersection is reVersed after hopping, reversion
proceeds completely in all cases regardless of the type of
motion and system. The statistical analysis of the FT motion
for the restricted systems resembles that for the OBF: 62%
and 40% of the initial motion is continued after the hopping
for the doubly and fully restricted system, respectively. In
the case of the fully restricted system continuation always
implies rotation around the central bond since it is almost
impossible to perform an extended rotation around a terminal
double bond. For the dynamics with two restrictions any
other motion beyond that around the central bond was not
observed either. Yields of the product formation in the FT
case are comparable to that of the OBF (Table 5). However,
it is worth mentioning that similar to the OBF motion in
more than half of the cases with four restrictions it was not
possible to determine the final product of the continued
motion unambiguously.

As the last step of the analysis the final structure at the
end of the dynamics run was determined independently of
the analysis of the PSB3 motion in the different stages of
the dynamics (see Table 6). It is interesting to note that the
differences between the yields of product formation examined
after the hopping to the ground state and at the end of the
dynamics are substantial, especially for the unrestricted case.
They reflect the changes due to the vibrationally hot
dynamics in the ground state after the initial product
assignment was made. This is also manifested by the large
number of structures that could not be assigned to one of
the types of torsional motion at the end of the dynamics since
at least one of the dihedral angles was located between 60°
and 120°, i.e. far away from planarity. Nevertheless, the
trends of the product formation are preserved and vary
systematically by reducing the amount of 3-cis (EEZEE) and
increasing the all-trans product formation (EEEEE). Al-
though restricted PSB3 in gas phase is certainly a poor model
for quantitative comparisons with real processes taking place
in bacteriorhodopsin, it is worth noting that the experimental
quantum efficiency of the reaction following the photoex-
citation is 0.64,81 which is well comparable with the present
results.

5.3. Lifetimes. The depopulation of the S1 state as a
function of time is illustrated in Figure 7. This figure shows
the S1 occupation defined as the fraction of trajectories in

the S1 state in each time step. The occupation remains
constant for a certain time td after which it starts to decrease
in an exponential way from there on.

The lifetimes τ ) td + te were obtained by fitting the S1-
state occupation with the function f(t) ) exp(-(t-td)/te) for
all studied systems. The systematic increase of the lifetimes
(96, 106, and 139 fs for no, two, and four restrictions,
respectively) is consistent with the growing number of
restrictions, which makes it increasingly difficult to reach
the conical intersection. The change from no to two restric-
tions has a rather small influence on the lifetime, whereas
the change from two to four restrictions is more significant.
Currently obtained lifetimes agree well with our recent
results26 and fit well into the range of previous theoretical
(80-200fs)24,27,33–35andexperimental(100-300fs)10,12,14,82,83

findings on Rh and bR and their models.

6. Conclusions

In this work the results of ab initio surface-hopping dynamics
simulations for the trans-PSB3 cation have been presented
using two sets of mechanical restrictions. In the first set the
masses of two terminal hydrogen atoms located at opposite
ends of the PSB3 chain were kept fixed. In the second set
all four terminal hydrogen atoms were restricted. Our main
goal has been to analyze and characterize the actual motions
occurring in the dynamics of the restricted PSB3 system and
compare them to different idealized mechanisms (one-bond-
flip (OBF), bicycle-pedal (BP), nonrigid bicycle-pedal (NRBP),
hula-twist (HT), and folding-table (FT)).

At the beginning, a survey of important sections of the
ground- and excited-state energy surfaces for cis- and trans-
PSB3 and PSB4 including conical intersections has been
performed showing that relatively small basis sets can
reproduce essential features of these surfaces and the
nonadiabatic dynamics on them quite well. This finding
reduces the computational cost of the on-the-fly dynamics
approach substantially allowing the computation of a rela-
tively large number of trajectories (300 in total) under several
conditions. Thus, at least a reliable global picture of the
processes occurring in the dynamics of PSB3 system can be
given in this way.

Table 6. Summary of Photoproduct Analysis (in % of All
Trajectories) after the Hopping (Table 5) and at the End of
the Dynamics (Values in Parentheses)

trans PSB3product
conformation

corresponding
motion 0R 2R 4R

EEEEE - 32(21) 44(39) 40 (55)
EEZEE OBFC3dC4, FT 59(18) 51(46) 12(3)
other (17)a

not assigned 4(39) 3(13) 36 (30)
no hopping

(excluded from
analysis)

5 2 12

a Other products: EZZZE(2), EEZZE(9), EZEEE(5), EEEZE(1).

Figure 7. Average occupations of the excited state and
lifetimes of trajectories for all studied systems.
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The analysis of trajectories shows that for the first stage
of the dynamics (the motion leading to the conical intersec-
tion) the nonrestricted and doubly restricted cases are
dominated by the OBF mechanism. This mechanism, how-
ever, decreases in importance with the increase of the number
of restricted atoms. In the dynamics with two and four
restrictions, a mechanism not previously reported in the
literature termed folding-table (FT) was observed. This
mechanism is related to the OBF and consists of the torsion
around the central bond together with simultaneous partial
torsions (about 45°) around the two other formal double
bonds. Although the FT mechanism is statistically not
important for the doubly restricted case, it dominates in the
case of four restrictions. Besides OBF and FT no other of
the standard mechanisms were observed. In the doubly
restricted system, a substantial number of events (14%) was
found that connects the central torsion with a torsion at the
neighboring bond by slightly more than 30°.

The second stage of the dynamics-the continuation after
hopping to the ground state-gave interesting information
on the continuation or reversal of the process leading to the
conical intersection and on the possibility of product forma-
tion. A major percentage of the trajectories continues the
motion which has led to the conical intersection. For no and
two restrictions, in a large fraction of cases the motion is
even continued up to the formation of the cis product for
OBF and FT. This drastically changes for the four-restricted
case where even the initial continuation of the motion leads
only in very few cases to the cis product. After having
reached a specific structure, the vibrationally hot motion
continues, and at the end of the dynamics simulation the
originally observed structure was lost again. This happens
especially in the unrestricted case. The degree of restriction
on the terminal hydrogen atoms has an influence on lifetimes
as well. The change from no to two restrictions is rather
small, whereas the change from two to four restrictions is
more significant.

The application of the classification of torsional motions
along a chain of conjugated π-bonds is general and straight-
forward. They allow easy automation and analysis of
dynamics runs without significant human interference and
should be applicable to other cases beyond the present
application to protonated Schiff bases.
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Abstract: A method of solving the mixed quantum mechanical/molecular mechanical (QM/
MM) Hamiltonian in solution, using the Poisson-Boltzmann (PB) equation to calculate partial
charges and solvation free energies, is presented. This method combines a linear scaling divide
and conquer semiempirical algorithm with the PB equation in a QM/MM framework, allowing
only a specified region’s charges to be polarized by the solvent while using fixed charges from
a MM force field for the remaining system. This can save time over a full QM implementation,
only requiring self-consistency to be achieved in a small QM region, while giving comparable
results. The solvation free energy of pentapeptides capped with an acetyl group (ACE) at the
N-terminus and an N-methylamine group at the C-terminus (NME) was used to study the
accuracy of this method as well as several small protein systems. The solvation free energies
for the QM/MM implementation compare well with a full QM treatment of the same system,
giving reasonable representations for the solvation free energy of the entire system independent
of the QM region’s size. In the case of the pentapeptides, the average error was only 4.9 kcal/
mol with the smallest QM region. This mixed method will allow an accurate description of solvation
effects in an area of interest, such as an active site, using mixed QM/MM Hamiltonians. Possible
applications for this method include protein-ligand binding and reaction mechanism studies.

Introduction

The effect of solvent on biological molecules is known to
be very significant,1–5 and in order to model biomacromol-
ecules accurately one has to include this effect to properly
account for electrostatic interactions. These solvation effects
are often necessary in molecular dynamics simulations and
protein ligand binding studies to get accurate free energies
of macromolecular systems where a difference of 1 or 2 kcal/
mol is substantial.6–8 Computationally, the effect of solvent
can be included explicitly, by including water molecules
surrounding the solute,9 or implicitly by adding terms to the
Hamiltonian using a continuum method.10 Explicitly model-
ing solvent is expensive because it adds more atoms to the
system, whose numbers increase greatly with a protein’s
overall size and typically requires an extended equilibration
of the system. To counter this potential increase in cost and
sampling, the generalized Born11 method (GB) is sometimes
used in QM/MM and pure MM studies to provide an estimate

of solvent effects on the system12–15 with a lower cost than
some other more accurate methods, such as the Poisson-
Boltzmann approach. Inclusion of solvation effects allows a
more accurate representation of the system, since most
biological systems do not exist in a vacuum. Both explicit
and implicit methods have been proven to be useful, and
each has their own strengths and weaknesses and are essential
for accurately modeling biomolecules.1–5

Continuum solvation methods were designed to cheaply
and accurately approximate the statistical sampling of solvent
configurations at the interface between a solute and
solvent.10,16–18 There are many continuum solvent models
available, but this paper will focus on the Poisson-Boltzmann
(PB) finite difference method as originally implemented in
Delphi by Nicholls and Honig,19 extended to QM methods
by Friesner, Goddard, Honig, and co-workers,20 adapted for
the linear scaling semiempirical program DivCon by Gogo-
nea and Merz,2 and further elaborated on by Liao and Merz.21

This method was chosen because it is suitable for use on
biological macromolecules in a quantum mechanical frame-* Corresponding author e-mail: merz@qtp.ufl.edu.
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work both in terms of cost and accuracy.2 These methods
have been effectively used to account for solvation in
previous studies of binding free energy of small molecules
andprovideanaccurateestimateforsolvationfreeenergies.6,22,23

The PB method is an efficient solvation model, making it
useful in calculations involving large macromolecules, and
has been shown to give good solvation energies when used
with a quantum mechanical method.20,24,25 Combined with
DivCon’s linear scaling QM capabilities the PB method
presents an efficient and accurate way to calculate the
solvation free energy of an entire macromolecular system
with a reasonable amount of time invested in the calculation.

The mixed quantum mechanical(QM)/molecular mechani-
cal(MM) method was originally formulated in 1976 by
Warshel and Levitt who were exploring the catalytic mech-
anism of lysozyme.26 Interest in the QM/MM approach was
revitalized in 1990 via application and validation work
reported by Field, Bash, and Karplus on the basic QM/MM
strategy and its application to chemical problems.27 Mixed
QM/MM methods are widely used now in a number of
programs such as AMBER28 and CHARMM29 and can help
reduce the cost of large calculations while allowing important
areas of the protein to be treated with a QM Hamiltonian.26,27,30

This has proven extremely useful in the study of reaction
mechanisms when incorporated with molecular dynamics31–33

and also for protein ligand studies in some cases.22,34 Another
advantage of these methods is that they can be used to save
parametrization time in the case of nonstandard residues such
as metal ions or drug molecules. In these instances the
nonstandard residue can be included in the QM region so
that the step of generating accurate force field parameters
for the residue(s) in questions does not have to be undertaken.
A third advantage of a mixed QM/MM method is that the
QM region can properly represent the polarization effects
of the surrounding MM and solvent regions through the QM-
MM interactions. This polarization changes the QM region’s
electronic properties and can have a large impact on a
reaction pathway or ligand binding.34

In our QM/MM implementation the linear scaling semiem-
pirical QM program DivCon35,36 has been integrated into
AMBER.28 This allows the solvation energy for an entire
protein to be calculated utilizing atomic charges from
semiempirical calculations in the QM region and fixed MM
point charges in the surrounding protein. These can be
Mulliken, CM1,37 or CM238 charges, but due to accuracy
CM1 or CM2 are typically used in DivCon calculations. This
results in a method that can predict solvation free energies
at a reduced cost compared to full QM calculations by
centering specifically on a region of interest, an active site
for example, for the expensive calculations and using the
less expensive MM force calculations and charges on the
rest of the protein. Our approach also takes advantage of
DivCon’s linear scaling, which allows a large QM region to
be chosen in a QM/MM calculation without becoming
exceedingly computationally expensive.

Methods

QM/MM Implementation. In the QM/MM method the
entire system is first divided into two subsystems. One region

(QM) contains a limited number of atoms to be treated with
the chosen QM potential, while the second region (MM) is
treated with an appropriate force field. In a protein, covalent
bonds are cut at the interface between these two regions,
and these bonds are treated by the addition of a hydrogen
link atom to the QM region in order to ensure a closed shell
calculation. This is a widely used method and is reliable
given proper placement of the link atom away from polarized
bonds.30 In the AMBER implementation the interactions with
atoms in the MM region are included, except those bonded
to a QM atom (called the MM link pair), so that artificially
high forces and polarization effects are not introduced into
the calculation. For MM atoms directly bonded to QM atoms,
electrostatic interactions are replaced by those of the link
atom and the VDW interactions remain unchanged. A
representative view of the QM region cut is shown in Figure
1. In our applications the peptide bonds are included in the
QM region to avoid cutting these polarizable bonds.

The Hamiltonian of the system is divided into three terms
describing the different interactions and is written as

H)HQM +HMM +HQM⁄MM (1)

where HQM is the QM Hamiltonian, HMM is the MM
Hamiltonian, and HQM/MM is the Hamiltonian describing the
interactions between the two subsystems. This Hamiltonian
allows the QM region to interact with its surroundings, which
allows the MM region to affect the electronic structure of
the QM region, thereby, affecting reaction barrier heights,
binding free energies, and many other properties.

The Divide and Conquer (D&C) Algorithm. In our
implementation the linear-scaling D&C algorithm can be
used to solve a semiempirical Hamiltonian for the large
molecules of interest.35,36 In this method the QM region is
divided into subsystems, a Fock matrix for the entire system
is built, and then each subsystem’s Fock matrix is individu-
ally diagonalized giving the equation

FRCR)CRER,R) 1, ..., nsub (2)

This leads to a global density matrix, Pµνtotal, that is a sum
over the density matrix of the subsystems, Pµν

R

Pµν
total )∑

R
Pµν
R (3)

where

Pµν
R )Dµν

R ∑
i)1

MR

ni
R(cµi

R ) * cνi
R (4)

In eq 4 Dµν
R is equal to 0 or 1/nµν, where n is the number

of times a basis function appears in a subsystem. With the

Figure 1. Representative view of the QM/MM region and its
cut off points. This also shows an example of the “1 peptide”
designation used in Table 1 (ACE cap plus one Ala residue).

A Combined QM/MM Poisson-Boltzmann Approach J. Chem. Theory Comput., Vol. 4, No. 8, 2008 1201



density matrix in hand we can directly calculate the energy
using standard expressions. Our implementation of the divide
and conquer algorithm is explained in detail in the extant
literature,35,36,39 hence, we will focus on the specifics of the
QM/MM Poisson-Boltzmann implementation.

Poisson-Boltzmann Combined with DivCon. Implicit
solvent models, like those based on the Poisson-Boltzmann
approach, involve a trade off between accuracy and com-
putational efficiency. In the PB model, the system is divided
into regions with different dielectric constants, separated by
the solvent accessible surface of the solute molecule. The
solute is then described as a collection of discrete point
charges, which are calculated by the QM/MM method. The
potential of the electrostatic field (called the reaction field)
generated by the polarized solvent due to the introduction
of the solute is obtained by solving the Poisson-Boltzmann
equation

∇ [ε(r)� ∇ (r)]- κ(r)2sinh(�(r)))-4Fπ(r) (5)

where F(r) is the charge distribution of the solute, calculated
either via semiempirical QM methods using Mulliken or
CM137/CM238 charge models for the QM region or carried
over from the AMBER force field used for the MM region.
φ(r) is the electrostatic potential that needs to be determined,
and ε(r) is the dielectric constant distribution in space, which
is normally defined as εout for the solvent and εin for the
solute. κ(r) is a modified Debye-Huckel parameter that
reflects the salt concentration and temperature.

The PB solver in our semiempirical QM program, DivCon,
uses the Finite Difference Method (FDM)40–42 to solve the
PB equation. After solving the PB equation, the electrostatic
potential is added into the QM Hamiltonian used in the
treatment of the solute. In this way, the polarization of the
solute by the reaction field is incorporated into the QM
calculation. The polarized solute now yields a new set of
atomic point charges, which will “repolarize” the surrounding
solvent generating a new electrostatic potential upon solution

of the PB equation again. This iterative Self Consistent
Reaction Field (SCRF) calculation is continued until con-
vergence is reached. Upon convergence the electrostatic
potential is used to calculate the electrostatic or polar part
of the solvation free energy, while the nonpolar part is
calculated from the solvent accessible surface area of the
solute. A more detailed discussion of this method and its
use within DivCon will be reported on in a future publica-
tion.21

Solvation Free Energy in a QM/MM Calculation. A
QM/MM implementation of the PB model within DivCon
allows specific regions of the protein to be polarized by
solvent dynamically, while ignoring the solvent’s influence
on regions of lesser importance. The implementation de-
scribed is briefly mentioned by Murphy et al.43 but is further
elaborated upon and applied to our own program in the
following. A similar method using DFT methods is discussed
by Li et al.44 where the protein and solvent are continua.
They explore the redox potential of two-sulfur, two-iron
clusters and find that including the protein field with the
solvent makes a large contribution toward the accurate
description of the potential in the QM region. The QM/MM
PB implementation described herein will, in general, reduce
the overall computational expense versus a full QM treat-
ment, because the Hartree-Fock equations are solved for a
much smaller region. The current implementation also
presents the opportunity to use the Divide and Conquer linear
scaling semiempirical method for the calculation of both the
protein and solvent while including the effects of all of the
MM atoms on the QM region.

After the normal QM/MM setup of the protein system,
the point charges of the protein are built up from the QM
and MM regions. The MM charges are treated as fixed
atomic point charges and do not fluctuate during the SCRF
process. These are obtained from the AMBER atom types
and passed into DivCon through the QM/MM interface. The
QM charges are calculated from the density matrix of the

Table 1. Solvation Free Energy of Pentapeptides with Varying QM Region Sizea

residue DivCon 5 peptides 4 peptides 3 peptides 2 peptides 1 peptide

ALA -30.5 -30.4 -29.0 -28.8 -28.7 -28.6
ARG -572.6 -572.6 -572.9 -572.0 -570.2 -560.1
ASN -55.9 -55.9 -55.7 -57.7 -58.9 -61.0
ASP -698.2 -698.4 -694.2 -695.0 -698.0 -701.6
CYS -29.1 -29.1 -29.0 -30.5 -31.1 -32.5
GLU -653.9 -653.9 -652.2 -652.9 -653.3 -653.5
GLN -69.3 -69.4 -71.5 -72.3 -70.5 -71.9
GLY -39.1 -39.1 -37.7 -37.1 -36.5 -35.5
HIS -81.0 -80.9 -74.5 -70.8 -67.9 -64.3
ILE -24.9 -24.9 -24.9 -25.0 -24.1 -24.3
LEU -24.2 -24.2 -24.1 -24.7 -24.4 -24.8
LYS -624.1 -624.0 -619.6 -616.8 -607.4 -602.9
MET -34.7 -34.6 -35.0 -33.9 -34.3 -34.3
PHE -32.6 -32.6 -32.6 -32.7 -33.0 -32.0
PRO -39.5 -39.4 -36.8 -34.1 -30.0 -27.4
SER -41.1 -41.2 -39.6 -41.5 -43.3 -45.2
THR -52.6 -52.6 -53.5 -51.5 -52.0 -52.2
TRP -53.4 -53.4 -50.8 -52.3 -49.8 -48.3
TYR -46.4 -46.5 -46.9 -47.6 -47.4 -48.4
VAL -22.1 -22.1 -22.8 -21.9 -22.9 -23.7

a All energies in kcal/mol. Number of peptides refers to number of peptides included in the QM region. For example with glycine, 5
peptides refers to 5 glycine and the two capping residues (ACE and NME) in the QM region. Four peptides refers to 4 peptides and the
ACE capping residue. “DivCon” refers to an AM1 calculation on the entire pentapeptide done in DivCon.
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QM region using AM145 and are updated every SCRF cycle.
DivCon allows the use of Mulliken, CM1,37 or CM238

charges.
The entire collection of atomic point charges, from both

the QM and MM regions, are then passed to the PB solver
in DivCon, together with the coordinates of the protein. The
dielectric constants are assigned based on the grid point
location either in the solvent or protein as determined by
the solvent accessible surface of the protein. The solver then
solves the PB equation numerically based on the finite
difference method and obtains the electrostatic potential. The
resulting electrostatic potential is used to generate a set of
virtual surface charges located on the solvent accessible
surface of the protein. This set of virtual surface charges
represents the electrostatic field (reaction field) produced by
the polarized solvent. The Hamiltonian of the QM region in
vacuum (H0) is then perturbed by the interaction of the virtual
surface charges with the solute electrons and nuclei and
integrated over the solvent accessible surface of the protein,
giving eq 6, the new potential energy operator. In this
equation, σ(r′) is the virtual surface charge located at r′, and
a′ is an area of the solute surface (S):

H) H0 + ∫s
da ′ σ(r ′ )

|r- r′| (6)

The perturbed Hamiltonian results in a new set of atomic
point charges in the QM region, which reflects the polariza-
tion of the QM solute. This updated set of QM charges,
together with the fixed MM charges, is then fed into the PB
solver for another cycle of the SCRF calculation and this
continues until the polarization between solute and solvent
achieves convergence. The converged reaction field (repre-
sented by the virtual surface charges) and solute charge
distribution (wave functions in the QM representation) are
used to calculate the polar part of the solvation free energy
(Grf):2

Grf )
1
2∫V

drF(r)∫s
dr ′ σ(r ′ )

|r- r′| (7)

A schematic view of a solvation free energy calculation,
along with the terms represented in the above equations, is
illustrated in Figure 2. During the dissolution of the protein
into solvent, the solvent is polarized and generates a reaction
field. The solute is also polarized by this reaction field, hence,
the wave function of the QM portion (MM portion is fixed)
is modified. We describe the energy difference between the
two states (the vacuum and dissolved states) of the solute
via the wave function distortion (wfd) term given by Gwfd.

The electrostatic interaction between the reaction field and
the dissolved state of the solute is called the reaction field
(rf) energy (Grf). The Gwfd and Grf constitute the polar part
of the solvation free energy. There is also an entropy penalty
associated with making a cavity in the solvent, which is
usually combined together with the nonpolar (np) interaction
between the solute and solvent. These two terms are both
proportional to the solvent accessible surface area and are
lumped together in the Gnp term. Further technical details of
how to calculate these terms are given in ref 2.

In summary, the QM/MM PB method makes it possible
to study the protein polarized by solvent only in the area of
interest without the expense of having to perform the SCRF
calculations on the entire protein while still yielding a reliable
solvation free energy for the entire macromolecule.

Results and Discussion

We evaluated the QM/MM PB method by comparing QM/
MM calculations of various sizes of the QM region with
full QM SCRF calculations. The Poisson-Boltzmann solver
within our semiempirical QM program, DivCon, has been
described and validated,2,21 so we will compare our QM/
MM results with full QM results from this approach. Results
comparing 65 small molecule’s experimental solvation free
energy46,47 to calculated solvation free energy in DivCon
can be found in the Supporting Information. DivCon allows
the internal and external dielectric values to be set to user-
defined values. For these calculations we will use the values
of 1.0 for the internal dielectric (the QM and MM regions)
and 80.0 for external dielectric value, the surrounding “water”
environment. A grid spacing of 2.5 gridpts/Å, and a probe
radius of 1.40 Å is used throughout. These parameters were
found to give the best cost to performance benefit in these
calculations. We use 1.0 for the internal dielectric to avoid
double counting the polarization in the QM region. Since
the QM atoms are already polarized by the environment
through the PB approach, a higher dielectric to approximate
the polarization effect, as is utilized in fixed point charge
PB approaches, is unnecessary. Pentapeptides, capped with
acetyl (ACE) and N-methylamine (NME) on their respective
termini, were calculated, and their solvation free energy was
compared to a full QM calculation using the AM145

Hamiltonian on the same conformation. The QM region cut
was made between the carbonyl carbon and the R carbon of
the next alanine or between the nitrogen and the R carbon
of the previous alanine so that the peptide bond was not cut.
An example of the QM/MM cut and a demonstration of the
“1 peptide” designation found below can be seen in
Figure 1.

These structures were minimized with 10 steps of steepest
decent followed by a maximum of 4990 steps of conjugate
gradient using the AMBER minimizer and the ff99 force
field. All calculations were done as single point calculations
at the minimized geometry, and the AM1 Hamiltonian is
used throughout. This level of minimization was found to
be sufficient because, on average, the rmsd between the AM1
and the molecular mechanical force field was found to be
only 0.3 Å for these small systems. Moreover, since the
absolute solvation free energy was of less interest than the

Figure 2. The terms involved in obtaining the free energy of
solvation.
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relative solvation free energies of the different methods, this
level of minimization was deemed appropriate. The ending
point of the minimization is unimportant for the purpose of
this study; all we required was a low energy structure that
we could make comparisons from. We are not comparing
directly to the experimental conformation for this peptide,
so sampling and conformational issues were not a concern.
The minimized coordinates for all of the pentapeptide
systems are available in the Supporting Information.

The CM1 charge model37 was used for the partial charges
in the PB calculations. In these calculations a subset of the
pentapeptides was tested with the CM2 charge model,38 and
a similar trend between CM1 and CM2 solvation free
energies was observed. Hence, we will only show the CM1
results. The solvation free energy of a subset of pentapeptides
was also examined using the PM3 Hamiltonian, and as with
the CM1/CM2 models there was no appreciable difference
in performance between AM1 and PM3. Hence, the QM level
we use throughout will be AM1.

Increasing QM Size. Results from increasing QM region
size on the pentapeptides used above can be found in Table
1. For this, the number of atoms included in the QM region
was gradually decreased so the accuracy of the QM/MM PB
method could be determined. As the QM region gets smaller
it is expected that the accuracy, compared to a full AM1
treatment of the entire pentapeptide, should decrease. Since
only the QM atomic charges are allowed to fluctuate, the
number of atoms that are allowed to polarize in the solvent
field decreases, and the number of fixed charges provided
by the force field increases potentially leading to less accurate
solvation free energies. This means that the amount of
quantum information in the SCRF calculations shrinks, and
a gradual shift out of agreement with full AM1 calculations
might be expected. For these systems the solvation energy
remains accurate with the 1 peptide systems, with the
smallest QM region, having an unsigned average difference
of only 4.9 kcal/mol. Not unexpectedly, the size of the QM
region has a greater impact on charged residues than aliphatic
ones. Charged or highly polar residues, such as proline and
histidine, are more polarizable and as these residues/atoms
are assigned fixed MM charges the polarization experienced
by the SCRF procedure is diminished, hence, the solvation
free energy is expected to change the most as the number of
QM residues is decreased. This is certainly true for the
positively charged ARG and LYS residues, while the
negatively charged GLU and ASP residues are affected to a
lesser extent.

Table 2 shows the unsigned differences between the QM/
MM calculation and the full QM DivCon solvation free
energy. As expected, the accuracy of the QM/MM PB results
decreases as the QM region decreases. This demonstrates
the importance of the polarizable charges in the QM region
against the fixed MM charges. As the MM region grows the
solvation energy becomes less accurate relative to the full
QM calculations but can still get pertinent information
regarding the solvation free energy. Applying this to a protein
could give valuable insights into active site polarization while
still producing reliable solvation free energies.

Solvation Free Energies of Small Proteins. This QM/
MM method is intended to be used on biomolecular systems,
more specifically proteins. While the previous test shows the
method’s ability to perform on small systems, tests on protein
systems need to be performed to gauge its efficacy on the
systems of interest. In order to examine this, a series of
solvation free energy calculations was done on small proteins
Hepatocyte nuclear factor 1-alpha (DCoH),48 SARS-coro-
navirus accessory protein (Orf7a),49 bovine pancreatic trypsin
inhibitor (BPTI),50 and T4 lysozyme51 containing 1284,
1034, 892, and 2603 total atoms, respectively (PDB ids:
1usm, 1xak, 4pti, 182l). First, the system was minimized
within DivCon using the AM1 Hamiltonian and the LBFGS52

method. After this the solvation free energy of the entire
minimized system was calculated with the AM1 Hamiltonian.
Following these calculations, a small QM region was picked
and expanded in 2-3 Å increments giving QM sizes as small
as 33 atoms and as large as 1734 atoms. The results of these
calculations are given in Table 3 with differences between
full QM solvation energy and QM/MM solvation energies
shown in Table 4. The proteins give unsigned average
differences from the full AM1 QM calculations of 19.13 kcal/
mol, 19.67 kcal/mol, 11.02 kcal/mol, and 9.08 kcal/mol for
DCoH, Orf7a, BPTI, and lysozyme, respectively. These are
in good agreement with the expected solvation free energies
given from full QM calculations. There is only a weak to
nonexistent trend between including more atoms in the QM
region and increased accuracy in the solvation free energy
as might be expected for these systems. The solvation free
energy differences are generally acceptable in most cases
and show that even reasonably sized QM regions (less than
100 atoms) in a QM/MM calculation should be expected to
give solvation free energies in good accord with full QM
calculations. Also, supplied in the Supporting Information,

Table 2. Unsigned Differences between Full QM and
QM/MM Solvation Free Energy Calculationsa

5 peptide
difference

4 peptide
difference

3 peptide
difference

2 peptide
difference

1 peptide
difference

ALA 0.0 1.5 1.6 1.7 1.9
ARG 0.0 0.2 0.6 2.4 12.6
ASN 0.0 0.3 1.7 3.0 5.1
ASP 0.1 4.0 3.2 0.2 3.4
CYS 0.0 0.1 1.4 2.0 3.4
GLU 0.0 1.8 1.1 0.7 0.4
GLN 0.0 2.2 2.9 1.1 2.5
GLY 0.0 1.4 2.0 2.6 3.6
HIS 0.1 6.6 10.2 13.1 16.7
ILE 0.0 0.0 0.1 0.8 0.6
LEU 0.1 0.1 0.4 0.1 0.5
LYS 0.0 4.4 7.3 16.6 21.2
MET 0.1 0.3 0.8 0.4 0.4
PHE 0.0 0.1 0.1 0.4 0.6
PRO 0.1 2.7 5.4 9.5 12.1
SER 0.1 1.5 0.4 2.2 4.1
THR 0.0 0.9 1.1 0.5 0.3
TRP 0.0 2.6 1.1 3.7 5.1
TYR 0.1 0.6 1.2 1.0 2.0
VAL 0.0 0.7 0.2 0.8 1.6
average 0.0 1.6 2.1 3.2 4.9

a Unsigned differences in solvation energy between QM/MM PB
calculations and full QM PB calculations, in kcal/mol. All energies
are compared to an entire pentapeptide in DivCon solvation free
energy using the AM1 Hamiltonian.
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timings for 1usm for both standard and divide and conquer
calculations can be found.

Conclusion

We have presented a QM/MM implementation of the SCRF
Poisson-Boltzmann solver available in DivCon to calculate
solvation free energies of large molecules within a semiem-
piricalframework.AfullQMversionofthisPoisson-Boltzmann
solver has been validated by Liao and Merz,21 and we find
that it is also applicable using a QM/MM approach as
implemented in the Sander program of the AMBER suite of
programs. This method allows the solvation free energy of
an entire protein to be calculated, including only part of the
system in the quantum region, thus allowing only these
charges to be polarized by the solvent while keeping the
remaining system at fixed charges given by the force field.
Using a divide and conquer technique, a large quantum
region may be selected due to DivCon’s linear scaling nature
allowing the link atoms to be farther from the active site
than other methods may allow due to computational expense.
This also allows the solvation free energy to be calculated
using Mulliken, CM1, or CM2 charges for the QM region.
This method might be applied, in particular, to drug design
due to its ability to allow polarization and charge transfer
effects in a region of interest while including solvation terms
and finding the solvation free energy of a solute. It could
also be used to determine pKa and thermodynamic quantities

and generate improved force fields for nonstandard ligands/
residues and many other applications relevant to biological
systems.
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Abstract: By combining the generalized valence bond ansatz of correlated participating orbitals
(CPO) with the complete-active-space prescription for selecting configurations and with the use
of multireference second order perturbation theory (MRMP2) for including dynamical correlation,
we define three levels of multireference (MR) theoretical model chemistries for electronic structure
calculations of chemical reaction energies and barrier heights. The three levels differ in their
choice of which orbitals are considered to be participating; the choices are called nominal (nom-
CPO), moderate (mod-CPO), and extended (ext-CPO). Combining any of these three choices
with a method for treatment of dynamical correlation energy and a one-electron basis set yields
a theoretical model chemistry. Unlike the full-valence choice of active orbitals, the CPO choices
lead to active spaces that contain the orbitals needed to include important static correlation
effects on chemical reactions but do not increase with the size of the nonparticipating portion of
the system, and hence they remain viable computational options even for many large and
complex reacting systems. The accuracies of the new levels, combined with the MG3S basis
set (a partially augmented, multiply polarized valence triple-� basis with appropriately tight d
functions for 3p-block elements) and with the fully augmented correlation-consistent aug-cc-
pVTZ basis set, are assessed against a previously presented database of barrier heights for
diverse reaction types. We find that nom-CPO level captures the bulk of the static correlation
energy, and MRMP2/nom-CPO calculations have an average error of only 1.4 kcal/mol in barrier
heights, which may be compared to 5.0 kcal/mol for single-reference MP2 theory, 2.5 kcal/mol
for CCSD, and 4.1 and 1.0 kcal/mol for the B3LYP and M06-2X density functionals, respectively.
The accuracy of MRMP2/CPO for transition structure bond lengths and donor-acceptor distances
is excellent, with a mean unsigned error of only 0.007 Å as compared to 0.018 Å for CCSD,
0.019 Å for M06-2X, and 0.039 Å for MP2 and B3LYP. We also introduce a new multireference
diagnostic, called the M diagnostic, that allows one to measure the importance of static correlation
in a given reagent or transition state.

1. Introduction

The concept of theoretical model chemistry1–4 is central to
much recent progress in computational chemistry. A theoreti-
cal model chemistry is “an approximate but well-defined
mathematical procedure of simulation”.2 Examples of popular
theoretical model chemistries include HF/4-31G,5 MP3/

6-31G(d),6 AM1,7 B3LYP/6-31G(d),8 Weizmann-1,9

G3S,10 MPW1K/6-31+G(d,p),11 MR-G2(MP2),12 BMC-
CCSD,13 ROCBS-QB3,14 and innumerable others. With few
exceptions,12 essentially all theoretical model chemistries that
are based on wave functions involve single-reference meth-
ods, that is, they are post-Hartree-Fock correlation methods
based on a single-configuration reference state. Multirefer-
ence methods, which are based on a multiconfiguration
reference state, can provide increased accuracy for treating

* Corresponding author e-mail: truhlar@umn.edu (D.G.T.),
o_t@t1.chem.umn.edu (O.T.).
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many open-shell systems and transition states, especially
when excited configurations are nearly degenerate with the
ground state.15 However, multireference methods have not
been widely used as theoretical model chemistries and have
been difficult to test systematically because the best choice
of a reference state is system dependent; thus the precise
reference state to be used for simulating a given process is
not well defined by the method. The goals of the present
article are, first, to define, in a general way, three levels of
reference states suitable for calculating transition states, and,
second, to test multireference calculations based on these
reference states against a representative database16 of diverse
barrier heights.

The three levels of reference states that we define are
complete active space self-consistent-field (CASSCF)17–21

(equivalent to the fully optimized reaction space (FORS))22

wave functions with three different schemes for choosing
the number of active electrons and the number of active
orbitals. (Note that the CAS and FORS prescriptions then
specify inclusion of all configuration state functions that can
be created by various ways of occupying these orbitals.) The
three theoretical model chemistries that we consider are all
multireference Møller-Plesset second order perturbation
theory23,24 (MRMP2) based on the CASSCF reference states.
The CASSCF wave function includes static correlation, with
the precise amount included depending on the choice of
active space, that is, on the choice of active orbitals and the
number of active electrons; the perturbation treatment
includes dynamical correlation energy to second order. For
a given active space the performance of MRMP2 should be
very similar to that of other perturbation methods based on
CASSCF, such as CASPT225 and various other versions of
multireference second order perturbation theory.26,27 One
could imagine also using the three levels of reference states
that we define here with post-CASSCF methods that include
dynamical correlation to a higher order, such as multirefer-
ence configuration interaction theory28,29 or multireference
coupled cluster theory;30–44 however, we will not pursue this
here.

2. Multireference Model Chemistries

A CASSCF wave function is a complete-active-space con-
figuration interaction (CASCI) wave function in which all
orbitals and all configurational coefficients are simultaneously
optimized. A CASCI wave function is one in which a set of
“inactive” orbitals are doubly occupied in all configurations
and the remaining n electrons are distributed in all possible
ways, consistent with a given symmetry and spin, over a set
of m “active” orbitals. For singlet states with m ) n/2,
CASSCF reduces to single-configuration Hartree-Fock, but
as n and m increase with m > n/2, the number of
configurations increases rapidly. For example, with (n/m)
denoting n active electrons distributed over m active orbitals,
the number of determinants in singlet (10/14), (14/14), and
(14/15) calculations are45 1.0 × 106, 1.2 × 107, and 4.1 ×
107, respectively, which puts such calculations near the limit
of doability.

One scheme for selecting n and m is to set n equal to the
number of valence electrons and m equal to the number of

valence orbitals (e.g., the number of valence orbitals is 1
for H and 4 for B through Ne or for Al through Ar).12,22

This is called a full-valence CAS,46,47 and it is unaffordable
for all but the smallest molecules. (For example, a full-
valence CAS for propane is (20,20).) In addition, it is not
necessarily the best strategy. Consider formic acid, for which
a full-valence CAS is (18,14). This yields only five unoc-
cupied orbitals to correlate nine doubly occupied orbitals.
In generalized valence bond (GVB) theory, one needs one
correlating orbital to correlate each doubly occupied orbital,
and no correlating orbital is required for a singly occupied
orbital.48 (Note that when we call an orbital singly or doubly
occupied or unoccupied, we refer to its occupancy in the
dominant configuration. Since all distributions of active
electrons among active orbitals are included in the config-
uration list, any orbital in the active space is typically doubly
occupied in some configurations and singly occupied or
unoccupied in others).

Based on experience and the GVB analogy, we adopt the
following guiding principle: To properly correlate the orbitals
in the active space, there should be one correlating (i.e.,
unoccupied) orbital for every doubly occupied orbital in the
active space. Furthermore, to keep the size of the active space
manageable, we adopt another principle: only the orbitals
that participate most strongly in bond breaking and bond
forming are included in the active space. The combination
of these two principles is called the correlated participating
orbitals (CPO) scheme.

We will identify three choices of CPO, based on how we
define participating orbitals: nominal (nom-CPO), moderate
(mod-CPO), and extended (ext-CPO). In nom-CPO, the
participating orbitals are those that describe bonds that break
or form during the reaction. In mod-CPO, the participating
orbitals are the nominal ones plus unshared pairs in p orbitals
geminal to bonds that are broken or formed. In ext-CPO,
the participating orbitals are the moderate ones plus unshared
pairs in s orbitals or hybrid orbitals that are geminal to bonds
being broken or formed. (Although the orbitals are delocal-
ized, no confusion arises with identifying the most strongly
bound lone pairs with s orbitals and the less strongly bound
ones with p orbitals; this is commonly used49 language.) Thus
definitions of the three levels may be more clear when we
give examples below.

For participating orbitals that are σ or π bonding orbitals,
we take the correlating orbitals to be the corresponding σ*
and π* antibonding orbitals, respectively. For participating
orbitals that are 2p lone pairs, the correlating orbital is a 2p′
orbital: 2p′x for 2px, 2p′y for 2py, and 2p′z for 2pz. (In this
notation, an orbital with a prime indicates an orbital that
occupies approximately the same space as the corresponding
orbital without a prime.) For 3p lone pairs, we use molecular
orbitals of mixed 3p′/d character, one for each 3p orbital.
(These are simply labeled 3d in Table 1.) For participating
orbitals that are 2s lone pairs, the correlating orbital is a 2s′
orbital. For participating orbitals with 3s lone pair characters,
we make an exception to the 1:1 rule, and we add any 3d
orbitals that have not already been added. We use 3d orbitals
rather than 3s′ because the latter are much higher in energy.
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The key point is that one uses a small number of reaction-
specific orbitals that gradually transform from reactants to
products and result in a smooth potential energy profile.
Variationally optimizing a CASSCF wave function with a CPO
scheme for prescription of the choice of active orbitals will not
necessarily lead to the global minimum of the energy functional
at all molecular geometries. Consider a unimolecular dissocia-
tion reaction in which a single bond is broken, that is, X-Af
X + A. At those geometries where the X-A distance is
significantly stretched, using the σ and σ* orbitals of the bond
being broken as the active orbitals (i.e., using the nom-CPO
recipe) will likely lead to the global minimum of the CASSCF
energy; however, at geometries close to the equilibrium
geometry of the X-A bond, it most likely will not, especially if
one or both molecular fragments involves π-bonds or unshared
electron pairs. Therefore, care must be taken to make sure that
one gets the orbitals corresponding to the chosen CPO scheme
at all molecular geometries of interest; this can often be
accomplished by using an appropriate initial orbital set for the
SCF process. It is important to ensure that SCF process
converges to orbitals that make the calculated potential energy
surface continuous with continuous derivatives.

In this article we apply the CPO levels to the reactions of
the DBH24 database. DBH2416 is a representative50 database
of 24 barrier heights, consisting of the forward and reverse
barrier heights (Vf

‡ and Vr
‡, respectively) of 12 diverse

reactions. There are also 12 energies of reaction (∆V) for
these reactions. These are all defined to be zero-point
exclusive; that is that they refer to differences in potential
energy, not to 0 K enthalpies. In the present article, all 12
reactions are written in the exoergic or ergoneutral direction;
thus ∆V e 0, and Vf

‡eVr
‡.

The present MRPT2 calculations are all nonrelativistic,
but the experimental results include spin-orbit coupling,
which is a relativistic effect. Thus we added the spin-orbit
energy to all reagents for which it is nonzero; these values
are (in kcal/mol): OH, -0.20;51a SH, -0.54;51a Cl, -0.84;51b

thus they lower the energies of these open-shell species. The
spin-orbit energies are assumed to be negligible at the saddle
points, which is a general effect (for many reactions like
those considered here) discussed elsewhere.51c All results
in this article already have the nonzero spin-orbit energies
of OH, SH, and Cl included.

The three levels of reference wave function yielded by the
prescriptions for the three CPO choices are completely specified
for the reactions in DBH24 in Table 1. This table also lists the
number Nd of determinants for each case. In Table 1, the z axis
coincides with the bond that breaks, and the x axis is
perpendicular to the plane defined by the three nuclei that are
the reaction centers (in each reaction R1-R12 the three reaction
centers can be identified as the key atoms that are involved in
bond breaking and bond formation, e.g. O, Ht, C in R1, H, Ht,
O in R2, H, Ht, S in R3, etc., where Ht denotes the transferred
hydrogen). In definitions of participating orbitals in this table,
a pipe is used to indicate an orbital at the reactant (left) and the
corresponding orbital at the product (right) (only for the orbitals
that change their characters during a reaction).

Reactions R1-R3 are hydrogen transfer reactions; the nom-
CPO active space for these reactions involves the bonding

and antibonding orbitals for the bond that undergoes break-
ing/formation and the SOMO(s). Reactions R5 and R6 are
heavy atom transfer reactions; the nom-CPO active space
for for these reactions is constructed in the same way as for
reactions R1-R3. Reactions R7-R9 are SN2 reactions of the
X- + CH3Yf XCH3 + Y- type; the nom-CPO active space
for these reactions involves the bond that undergoes breaking/
formation, the orbital � at an X/Y group with the unshared
pair of electrons that donates/accepts the electrons, and a
correlating orbital for the orbital �; this correlating orbital
is either a 2p′ orbital (if � is on a second-row atom) or a
3dz2 orbital (if � is on a third-row atom). Reactions R10 and
R11 can be considered as either dissociation or addition
reactions; the nom-CPO active space for these reactions
consists of the bonding and antibonding orbital pair that
describe the bond that undergoes breaking/formation (πNN/
σNH and πCC/σCH) and the SOMO (1sH). Reactions R4 and
R12 involve a change of several bonds in the same reaction
step; therefore, the nom-CPO active space is larger in these
cases: in the case of R4 it involves the 1sH and all 2pO and
2pN orbitals and is the same as the mod-CPO active space;
in the case of R12 it involves the 1sH, 2sN, 2sC, 2pN, and
2pC orbitals and is the same as the mod-CPO and ext-CPO
active spaces.

3. Computational Details

Molecular orbitals were optimized by using multiconfigu-
rational self-consistent field wave functions of the fully
optimized reaction space FORS22 type which is equivalent
to CASSCF.17–21 Dynamical electron correlation was in-
cluded by using multireference second-order Møller-Plesset
theory (MRMP2).23,24 In MRMP2 calculations, all orbitals
were correlated except the 1s orbitals on nonhydrogenic
atoms. Molecular geometries of the reactants, products, and
reaction saddle points were optimized using numerical
MRMP2 gradients. When optimizing geometries of reactants
or products we set them at least 25 Å apart.

nom-CPO calculations were carried out with two basis sets:
the larger aug-cc-pVTZ basis52,53 and the efficient MG3S
basis.54 MG3S is the same as 6-311+G(3d2f,2df,2p)55 for
H-Si and is of similar size but improved56 for P-Ar. The
sizes of these basis sets for the transition states in DBH24
are tabulated elsewhere;57 the average numbers of basis
functions for the transition states in DBH24 are 158 primitive
Gaussians and 108 contracted functions for MG3S and 228
primitive functions and 165 contracted functions for aug-
cc-pVTZ. For all levels of theory other than nom-CPO we
employed the MG3S basis.

All multireference calculations were performed using
GAMESS58 codes, and all single-reference calculations were
performed using Gaussian.59 M05 and M06 calculations were
performed with MN-GFM.60

4. Results

Tables 2, 3, and 4 give results for, respectively, the MRMP2/
nom-CPO, MRMP2/mod-CPO, and MRMP2/ext-CPO model
chemistries. ∆(Vf

‡;) is the error in the forward barrier height,
∆(Vr

‡;) is the error in the reverse barrier height, and ∆(∆V)
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is the error in the energy of reaction. Tables 5 and 6 give
results for, respectively, single-reference Møller-Plesset
second-order perturbation theory61 (MP2) and coupled cluster
theory with single and double excitations62 (CCSD), respec-
tively. The MP2 and CCSD calculations for open-shell cases
are based on unrestricted Hartree-Fock reference functions.

All results in Tables 2–6 correspond to consistently optimized
structures at the level specified (the present article contains
no single-point energies).

Note that in some cases, namely R4, R11, and R12, the
model chemistry definitions yield the same size active space
for nom-CPO and mod-CPO. In the case of R12, the active

Table 1. Active Orbitals and the Number of Determinants (Nd) in FORS/CASSCF Wave Functions for Reactions in DBH24

nom-CPO mod-CPO ext-CPO

reaction MOs Nd, n/m MOs Nd, n/m MOs Nd, n/m
R1: OH + CH4 f
CH3 + H2O

σOH|σCH, σOH
/ |σCH

/ ,
2pzO|2pzC (SOMO)

9 σOH, σOH
/ , 2pzO|2pzC

(SOMO)
1225 σOH, σOH

/ , 2pzO|2pzC

(SOMO)
15876

3/3 2pxO, 2pyO, 2p′xO, 2p′yO 7/7 2pxO, 2pyO, 2p′xO,
2p′yO, 2sO, 2s′O

9/9

R2: H + OH f σOH|σHH, σOH
/ |σHH

/ , 16 σOH|σHH, σOH
/ ,|σHH

/ , 225 σOH|σHH, σOH
/ ,|σHH

/ , 3136
O + H2 2pxO (SOMO), 1sH|2pzO

(SOMO)
4/4 2pxO (SOMO), 1sH|2pzO

(SOMO),
6/6 2pxO (SOMO), 1sH|2pzO

(SOMO),
8/8

2pyO,2p′yO 2pyO,2p′yO, 2s′O, 2sO

R3: H + H2S f σSH|σHH, σSH
/ ,|σHH

/ , 9 σSH|σHH, σSH
/ ,|σHH

/ , 1225 σSH|σHH, σSH
/ ,|σHH

/ , 152460
H2 + HS 1sH|3pzS (SOMO) 3/3 1sH|3pzS (SOMO) 7/7 1sH|3pzS (SOMO) 3pxS,

3pyS, 3dxyS,
9/11

3pxS, 3pyS, 3dxyS, 3dy2S 3dy2S, 3sS, 3dxzS, 3dyzS,
3d(x2-z2)S

R4: H + N2O f
OH + N2

2pxO, 2pyO, 2pxNa,
2pyNa,

213444 2pxO, 2pyO, 2pxNa,
2pyNa,

213444 2pxO, 2pyO, 2pxNa,
2pyNa,

213444

2pxNb, 2pyNb, 2p′xO,
2p′yO,

11/11 2pxNb, 2pyNb, 2px′O,
2p′yO,

11/11 2pxNb, 2pyNb, 2p′xO,
2p′yO,

11/11

1sH|2pzO (SOMO), 1sH|2pzO (SOMO), 1sH|2pzO (SOMO),
σNO|σNN, σNO

/ ,|σNN
/ σNO|σNN, σNO

/ ,|σNN
/ σNO|σNN, σNO

/ ,|σNN
/ ,

2sNa, 2sNb, 2sO, 2s′Na,
2s′Nb, 2s′O

R5: H + ClH f
HCl + H

σClH, σClH
/ , 1sH 9 σClH, σClH

/ , 1sH, 1225 σClH, σClH
/ , 1sH, 3sCl,

3pxCl, 3pyCl,
152460

3/3 3pyCl, 3dxyCl, 3d(x2-y2)Cl 7/7 3dxyCl, 3d(x2-y2)Cl 3dxzCl,
3dyzCl, 3dz2Cl

9/11

R6: CH3 + FCl f σFCl|σCF, σFCl
/ ,|σCF

/ , 9 σFCl|σCF, σFCl
/ ,|σCF

/ , 213444 σFCl|σCF, σFCl
/ ,|σCF

/ , 472780880
CH3F + Cl 2pzC|3pzCl (SOMO) 3/3 2pzC|3pzCl (SOMO),

2pxF,
11/11 2pzC|3pzCl (SOMO),

2pxF,
15/17

2pyF, 2p′xF, 2p′yF, 3pxCl, 2pyF, 2p′xF, 2p′yF, 3pxCl,
3pyCl, 3dxyCl, 3d(x2-y2)Cl 3pyCl, 3dxyCl, 3d(x2-y2)Cl,

2sF, 2′sF, 3sCl, 3dxzCl,
3dyzCl, 3dz2Cl

R7: Cl- · · ·CH3 Cl f σCCl, σCCl
/ , 36 σCCl, σCCl

/ , 853776 σCCl, σCCl
/ , 5712638724

ClCH3 · · ·Cl- 3pzCl, 3dz2Cl 4/4 3pzCl, 3dz2Cl, 12/12 3pzCl, 16/19
3pxCla, 3pxClb, 3pyCla,

3pyClb,
3pxCla, 3pxClb, 3pyCla,

3pyClb,
3dxzCla, 3dxzClb, 3dyzCla,

3dyzClb

3sCla, 3sClb, + 10 × dCl

R8: F - · · ·CH3Cl f σCCl|σCF, σCCl
/ |σCF

/ , 36 σCCl|σCF, σCCl
/ |σCF

/ , 853776 σCCl|σCF, σCCl
/ |σCF

/ , 590976100
FCH3 · · ·Cl - 2pzF|3pzCl, 3pzF|3dz2Cl 4/4 2pzF|3pzCl, 3pzF|3dz2Cl, 12/12 2pzF|3pzCl, 3pzF|3dz2Cl, 16/17

3pxCl, 2pxF, 3pyCl, 2pyF, 3pxCl, 2pxF, 3pyCl, 2pyF,
3dxzCl, 2p′xF, 3dyzCl,

2p′yF

3dxzCl, 2p′xF, 3dyzCl,
2p′yF

2sF, 3sCl, 3sF, 3dxyCl,
3d(x2-y2)Cl

R9: OH- + CH3F f σCF|σCO, σCF
/ ,|σCO

/ , 36 σCF|σCO, σCF
/ ,|σCO

/ , 853776 σCF|σCO, σCF
/ ,|σCO

/ , 165636900
HOCH3 + F- 2pzO|2pzF, 2p′zO|2p′zF 4/4 2pzO|2pzF, 2p′zO|2p′zF, 12/12 2pzO|2pzF, 2p′zO|2p′zF 16/16

2pxF, 2pyF, 2pxO, 2pyO, 2pxF, 2pyF, 2pxO, 2pyO,
2px

’
F, 2py

’
F, 2px

’
O, 2py

’
O 2px

’
F, 2py

’
F, 2px

’
O, 2py

’
O

2sF, 2sO, 2s′F, 2s′O
R10: H + N2 f HN2 2pzNa|σNH, 2pzNb,

1sH|σNH
/

9 2pzNa|σNH, 2pzNb,
1sH|σNH

/

1225 2pzNa|σNH, 2pzNb,
1sH|σNH

/

213444

3/3 2πxNN, 2πyNN, 2πx
/

NN,
2πy

/
NN

7/7 2πxNN, 2πyNN, 2πx
/

NN,
2πy

/
NN

11/11

2sNa, 2sNb, 3sNa, 3sNa

R11: H + C2H4 f
CH3CH2

2pzCa|σCH, 2pzCb,
1sH|σCH

/

9 2pzCa|σCH, 2pzCb,
1sH|σCH

/

9 2pzCa|σCH, 2pzCb,
1sH|σCH

/

9

3/3 3/3 3/3
R12: HCN f HNC σCH|σNH, σCH

/ ,|σNH
/ 63504 σCH|σNH, σCH

/ ,|σNH
/ , 63504 σCH|σNH, σCH

/ ,|σNH
/ , 63504

2pxC, 2pyC, 2pxN, 2pyN, 10/10 2pxC, 2pyC, 2pxN, 2pyN, 10/10 2pxC, 2pyC, 2pxN, 2pyN, 10/10
2p′xC, 2p′yC, 2p′xN,

2p′yN

2p′xC, 2p′yC, 2p′xN,
2p′yN

2p′xC, 2p′yC, 2p′xN,
2p′yN
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space is also the same size for ext-CPO. Note also that some
of the larger calculations are omitted for mod-CPO and ext-
CPO due to the large number of determinants or difficulty
converging the geometry optimization, and one of the nom-
CPO/aug-cc-pVTZ calculations is also omitted; thus the
errors in these cases are for subsets of DBH24. These subsets
are called DBHS22, DBHS20, and DBHS12, and these mean
unsigned errors (MUEs) are also given for other methods
(when available) for comparison. (Subset 22 (S22) is missing
R4; subset 20 (S20) is missing R7 and R8; and subset 12
(S12) is missing R4-R9.)

Tables 2–6 give separate MUEs for forward and reverse
barrier heights as well as the MUEs for energies of reaction.
The final MUE is the average over those for forward and
reverse barriers, and these are given in Table 7.

5. Discussion

Before discussing the calculated barrier heights and energies
of reaction, we analyze the extent of multireference character
in the reagents and transition states. For this purpose we have
defined a diagnostic quantity M in terms of the eigenvalues,

Table 2. Barrier Heights and Errors for Reactions in DBH24 Calculated with MRMP2/nom-CPO with MG3S and
aug-cc-pVTZ Basis Sets

reaction (n/m) Vf
‡

Vf
‡

(best est) Vr
‡

Vr
‡

(best est) ∆ (Vf
‡
) ∆ (Vr

‡
) ∆ (∆V)

MG3S
R1: OH + CH4 f CH3 + H2O (3/3) 6.23 6.7 20.87 19.6 -0.5 1.3 -1.7
R2: H + OH f O + H2 (4/4) 10.6 10.7 14.78 13.1 -0.1 1.7 -1.8
R3: H + H2S f H2 + HS (3/3) 3.31 3.6 22.85 17.3 -0.3 5.6 -5.8
R4: H + N2O f OH + N2 (11/11) 18.83 18.1 80.12 83.2 0.7 -3.1 3.8
R5: H + ClH f HCl + H (3/3) 16.24 18.0 16.24 18.0 -1.8 -1.8 0.0
R6: CH3 + FCl f CH3F + Cl (3/3) 4.56 7.4 61.49 60.5 -2.9 1.0 -3.8
R7: Cl- · · ·CH3Cl f ClCH3 · · ·Cl- (4/4) 14.64 13.6 14.64 13.6 1.0 1.0 0.0
R8: F- · · ·CH3Cl f FCH3+ Cl- (4/4) 3.29 2.9 30.10 29.6 0.4 0.5 -0.1
R9: OH- + CH3Ff HOCH3 · · ·F- (4/4) -1.13 -2.8 18.38 17.3 1.7 1.1 0.6
R10: HN2 f H + N2 (3/3) 14.96 14.7 9.61 10.7 0.3 -1.1 1.4
R11: H + C2H4 f CH3CH2 (3/3) 2.44 1.7 39.07 41.8 0.7 -2.7 3.4
R12: HNC f HCN (10/10) 32.14 33.1 48.74 48.2 -1.0 0.6 -1.5
MUE(DBH24) 0.9 1.8 2.0
MUE(DBHS22) 1.0 1.6 1.8
MUE(DBHS20) 1.0 1.9 2.4
MUE(DBHS12) 0.5 2.1 2.6

aug-cc-pVTZ
R1: OH + CH4 f CH3 + H2O (3/3) 5.63 6.7 20.40 19.6 1.1 -0.8 -1.9
R2: H + OH f O + H2 (4/4) 9.75 10.7 13.70 13.1 0.9 -0.6 -1.6
R3: H + H2S f H2 + HS (3/3) 2.13 3.6 20.23 17.3 1.5 -2.9 -4.4
R5: H + ClH f HCl + H (3/3) 14.75 18.0 14.75 18.0 3.3 3.3 0.0
R6: CH3 + FCl f CH3F + Cl (3/3) 3.93 7.4 58.95 61.0 3.5 2.1 -1.4
R7: Cl- · · ·CH3Cl f ClCH3 · · ·Cl- (4/4) 13.42 13.6 13.42 13.6 0.2 0.2 0.0
R8: F- · · ·CH3Cl f FCH3 · · ·Cl- (4/4) 3.68 2.9 25.88 29.6 -1.1 3.8 4.9
R9: OH- + CH3Ff HOCH3 + F- (4/4) -1.78 -2.8 16.64 17.3 -1.7 -1.0 0.7
R10: HN2 f H + N2 (3/3) 9.80 10.7 13.58 14.7 0.9 1.1 0.2
R11: H + C2H4 f CH3CH2 (3/3) 1.67 1.7 39.78 41.8 0.1 2.0 1.9
R12: HNC f HCl (10/10) 31.15 33.1 47.72 48.2 2.0 0.4 -1.5
MUE(DBHS22) 1.4 1.4 1.7
MUE(DBHS12) 1.1 1.3 1.9

Table 3. Barrier Heights and Errors for Reactions in DBH24 Calculated with MRMP2/mod-CPO/MG3S

reaction (n/m) Vf
‡

Vf
‡

(best est) Vr
‡

Vr
‡

(best est) ∆ (Vf
‡
) ∆ (Vr

‡
) ∆ (∆V)

R1: OH + CH4 f CH3 + H2O (7/7) 7.17 6.7 19.2 19.6 0.5 -0.4 0.9
R2: H + OH f O + H2 (6/6) 10.61 10.7 16.18 13.1 -0.1 3.1 -3.2
R3: H + H2S f H2 + HS (7/7) 4.33 3.6 21.49 17.3 0.7 4.2 -3.5
R4: H + N2O f OH + N2 (11/11) 18.83 18.1 79.92 83.2 0.7 -3.3 4.0
R5: H + ClH f HCl + H (7/7) 18.78 18.00 18.78 18.0 0.8 0.8 0.0
R6: CH3 + FCl f CH3F + Cl (11/11) 4.35 7.4 61.77 61.0 -3.1 0.8 -3.8
R9: OH- + CH3F f HOCH3 · · ·F- (12/12) -0.04 -2.8 21.34 17.3 2.7 4.0 -1.3
R10: HN2 f H + N2 (7/7) 12.36 10.7 16.25 14.7 1.6 1.6 -0.1
R11: H + C2H4 f CH3CH2 (3/3) 2.44 1.7 39.07 41.8 0.7 -2.7 3.4
R12: HNC f HCN (10/10) 32.14 33.1 48.74 48.2 -1.0 0.6 -1.6
MUE(DBHS20) 1.2 2.1 2.2
MUE(DBHS12) 0.8 2.1 2.1

Table 4. Barrier Heights and Errors for Reactions in DBH24 Calculated with MRMP2/ext-CPO/MG3S

reaction (n/m) Vf
‡

Vf
‡

(best est) Vr
‡

Vr
‡

(best est) ∆ (Vf
‡
) ∆ (Vr

‡
) ∆ (∆V)

R1: OH + CH4 f CH3 + H2O (9/9) 5.63 6.7 20.33 19.6 -1.1 0.7 -1.8
R2: H + OH f O + H2 (8/8) 10.80 10.7 15.06 13.1 0.1 -2.0 -1.9
R3: H + H2S f H2 + HS (9/11) 4.59 3.6 19.93 17.3 1.0 2.6 -1.6
R10: HN2 f H + N2 (11/11) 11.07 10.7 15.33 14.7 0.4 0.6 -0.3
R11: H + C2H4 f CH3CH2 (3/3) 2.44 1.7 39.07 41.8 0.7 -2.7 3.4
R12: HNC f HCN (10/10) 32.14 33.1 48.74 48.2 -1.0 0.6 -1.5
MUE(DBHS12) 0.7 1.5 1.8

1212 J. Chem. Theory Comput., Vol. 4, No. 8, 2008 Tishchenko et al.



n(i) or n(j), of the first-order density matrix of the CASSCF
wave functions. These eigenvalues are usually called the natural
occupation numbers, and n(MCDONO), n(SOMO), and n(M-
CUNO) are respectively the natural orbital occupation numbers
of the most correlated doubly occupied natural orbital (MC-
DONO), a singly occupied natural orbital (SOMO), and the
most correlating unoccupied natural orbital (MCUNO). The
MCDONO is defined as the “doubly occupied” (recall that this
refers to the dominant configuration) natural orbital with the
smallest n(i), and the MCUNO is the “unoccupied” (again, in
the dominant configuration) natural orbital with the largest
occupation number. Let nSOMO be the number of singly occupied
molecular orbitals in the dominant configuration of the ground
electronic state (label them j ) 1,..., nSOMO). Then the multi-
reference diagnostic is defined as

M) 1
2(2- n(MCDONO)+ ∑

j)1

nSOMO

|n(j)- 1|+ n(MCUNO))
(1)

Note that one enumerates nSOMO at a molecular geometry
that represents a stationary structure on the potential energy
surface, e.g., for dissociation of the hydrogen molecule, nSOMO

would be zero rather than two. Since 0 e n(i or j) e 2, the
upper bound on the numerator is 2 + nSOMO, and therefore
one must always have 0 e M e 1 for closed-shell systems.
For systems with open shells, the upper bound on M depends
on nSOMO, but since the occupancies of singly occupied
natural orbitals are close to 1 (for reactions in DBH24, the

largest deviation from unity is 0.011) and since we do not
include a correlating orbital for SOMOs, the maximal value
of M is not significantly larger than 1. For a Hartree-Fock
wave function, M would be zero, and larger M for the
CASSCF wave function shows larger static correlation.

For systems involving participating π bonds, such as, e.g.,
reaction R11, the MCDONO is often the same as the highest-
energy molecular orbital (HOMO), and the MCUNO is the
same as the lowest-energy unoccupied molecular orbital
(LUMO), but this need not be the case in general.

In order to place the M values in perspective, it is
interesting to compute M values for some prototype cases.
Therefore, Figure 1 illustrates the manner in which the M
values of the H2, ethylene, and ozone molecules change as
functions of the internuclear distances. The ozone molecule
is a widely known example of the “multireference” system.65

At the experimental equilibrium nuclear configurations of
these molecules, the M values are 0.024, 0.072, and 0.225,
respectively. As bonds stretch, the M value in the ozone case
increases much more rapidly as compared to the other cases,
and the M value for breaking a double bond increases more
rapidly than that for breaking a single bond. Notice that the
M value for C2H4 in Table 8 is 0.086, which is 19% larger
than the 0.072 quoted above; there are two reasons for this
difference. First of all, the value in Table 8 is for a geometry
optimized at the MRMP2/nom-CPO/MG3S level, whereas
Figure 1 is based on the experimental geometry which has
a C-C bond length of 1.339 Å (vs 1.331 Å for Table 8).

Table 5. Barrier Heights and Errors for Reactions in DBH24 Calculated with MP2/MG3S

reaction Vf
‡

Vf
‡

(best est) Vr
‡

Vr
‡

(best est) ∆ (Vf
‡
) ∆ (Vr

‡
) ∆ (∆V)

R1: OH + CH4 f CH3 + H2O 9.16 6.7 25.48 19.6 2.5 5.9 -3.4
R2: H + OH f O + H2 18.50 10.7 17.47 13.1 7.8 4.4 3.4
R3: H + H2S f H2 + HS 7.72 3.6 18.81 17.3 4.1 -1.5 2.6
R4: H + N2O f OH + N2 36.25 18.1 87.57 83.2 18.1 4.4 13.8
R5: H + ClH f HCl + H 24.50 18.0 24.50 18.0 6.5 6.5 0.0
R6: CH3 + FCl f CH3F + Cl 15.82 7.4 72.94 61.0 8.4 11.9 -3.5
R7: Cl- · · ·CH3Cl f ClCH3 · · ·Cl- 14.46 13.6 14.46 13.6 0.9 0.9 0.0
R8: F- · · ·CH3Cl f FCH3 · · ·Cl- 3.75 2.9 31.19 29.6 0.9 1.6 -0.7
R9: OH- + CH3F f HOCH3 + F- -2.84 -2.8 17.51 17.3 -0.1 0.2 -0.2
R10: HN2 f H + N2 9.89 10.7 28.04 14.7 -0.8 13.4 -14.2
R11: H + C2H4 f CH3CH2 9.93 1.7 46.04 41.8 8.2 4.3 3.9
R12: HNC f HCN 35.31 33.1 53.21 48.2 2.2 5.0 -2.9
MUE(DBH24) 5.0 5.0 4.1
MUE(DBHS22) 3.8 5.1 3.2
MUE(DBHS20) 5.9 5.7 4.8
MUE(DBHS12) 4.3 5.7 5.1

Table 6. Barrier Heights and Errors for Reactions in DBH24 Calculated with CCSD/MG3S

reaction Vf
‡

Vf
‡

(best est) Vr
‡

Vr
‡

(best est) ∆ (Vf
‡
) ∆ (Vr

‡
) ∆ (∆V)

R1: OH + CH4 f CH3 + H2O 9.94 6.7 21.19 19.6 3.2 1.6 1.6
R2: H + OH f O + H2 11.36 10.7 16.96 13.1 0.7 3.9 -3.2
R3: H + H2S f H2 + HS 5.10 3.6 21.69 17.3 1.5 4.4 -2.9
R4: H + N2O f OH + N2 19.89 18.1 92.04 83.2 1.8 8.8 -7.1
R5: H + ClH f HCl + H 21.10 18.0 21.10 18.0 3.1 3.1 0.0
R6: CH3 + FCl f CH3F + Cl 9.29 7.4 67.10 61.0 1.9 6.1 -4.2
R7: Cl- · · ·CH3Cl f ClCH3 · · ·Cl- 14.94 13.6 14.94 13.6 1.3 1.3 0.0
R8: F- · · ·CH3Cl f FCH3 · · ·Cl- 3.64 2.9 34.09 29.6 0.7 4.5 -3.7
R9: OH- + CH3F f HOCH3 + F- -0.90 -2.8 19.72 17.3 1.9 2.4 -0.5
R10: HN2 f H + N2 11.55 10.7 16.47 14.7 0.8 1.8 -0.9
R11: H + C2H 4 f CH3CH2 3.09 1.7 44.02 41.8 1.4 2.3 -0.9
R12: HNC f HCN 34.33 33.1 48.89 48.2 1.2 0.7 0.5
MUE(DBH24) 1.6 3.4 2.1
MUE(DBHS22) 1.6 2.9 1.7
MUE(DBHS20) 1.7 3.5 2.2
MUE(DBHS12) 1.5 2.4 1.7
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Second, and more important, is the dependence on the active
space. The value in Table 8 is for reaction R11, for which
the nom-CPO active space includes only the π and π/ orbitals
for ethylene, but Figure 1 is for breaking a double bond,
and so the active space includes σCC and σCC

/ as well.

Another interesting comparison is the reaction of H with
H2O2 to give H2O + OH or HO2 + H2. In a recent study44

we found much greater multireference effects in the former
than in the latter. Now we calculate M values of 0.099 and
0.064, respectively, for these reactions at the mod-CPO level.
The fact that the former channel has a higher M value is
consistent with our previous experience.

The multireference diagnostics for all CPO/MG3S calcula-
tions are given in Tables 8–10. Several interesting features
emerge. First, all M values for reagents (a “reagent” is a
reactant or product) are less than or equal to 0.086, and all
M values for transition states are less than or equal to 0.106.
Second, in all reactions except R7 and R8 and sometimes
R10-R12, M is larger for the transition state than for either
reagent. The average transition state M value is 0.054 for
nom-CPO, 0.059 for mod-CPO, and 0.057 for ext-CPO.
These are very consistent, especially consider that the latter
two values are for subsets of the reactions. The chief
exceptions to consistency of M from level to level are
reaction R6, where M at the saddle point is surprisingly 0.03
lower at the higher mod-CPO level than at nom-CPO, and
reaction R10, where M at the reactant is 0.05 lower at the
nom-CPO than the average M at mod-CPO and ext-CPO
levels. The differences in M for different levels for the cases
with level dependence are due to two kinds of effects: (i)
The MCDONO/MCUNO pair of the largest active spaces is
not the same as the orbital that describes a breaking/forming
bond; and thus this pair is “inactive” in the nom-CPO case,
while it is “active” at higher mod-CPO and ext-CPO levels;
in this case the M values for nom-CPO will be lower than
those that at the higher levels (examples are the reactants in
R1, R3, and R10). (ii) The inclusion of “extra” orbitals in
mod-CPO and/or ext-CPO levels can result in a change of
the natural orbital occupation numbers of the MCDONO and
MCUNO; in this case the M values for nom-CPO can be
either lower or higher than those that at the higher levels
(the chief example is reaction R6).

Now we consider the energetics. Tables 2–4 show that
the mean errors in MRMP2/CPO calculations are smaller
for the forward (exothermic) reactions than for the reverse.
This is reasonable since, by Hammond’s postulate,66 we
expect the transition state of an exothermic reaction to
resemble the reactants more than the products. Thus errors
in dynamical correlation energies are more likely to cancel
for this direction of reaction. Interestingly, the error in the
MP2 barrier heights in Table 5 does not show this difference
in accuracy between forward and reverse barrier heights. The
comparison of MRMP2 to MP2 is particularly interesting in
that they both correspond to second-order perturbation theory
but with different reference states. Tables 2–5 and 7 show
that the errors in MP2 barrier heights are, on average, about
31/2 times larger than those for any of the MRMP2/CPO
model chemistries. One might expect MP2 to be relatively
better for energies of reaction than for barrier heights because
the reagents usually have smaller static correlation effects
(as shown by the M values) than the transition states. This
expectation is born out, but Tables 2–5 show that MP2 still
has errors 2-3 times larger than MRMP2 even for energies
of reaction.

Table 7. MUEs for MRMP2, MP2, and CCSD for
Reactions in DBH24

method MUE

DBH24
MRMP2/nom-CPO/MG3S 1.4
MP2/MG3S 5.0
CCSD/MG3S 2.5
B3LYP/MG3S 4.1
M06-2X/MG3S 1.0
M05-2X/MG3S 1.7

DBHS22
MRMP2/nom-CPO/MG3S 1.3
MRMP2/nom-CPO/aug-cc-pVTZ 1.4
MP2/MG3S 4.5
CCSD/MG3S 2.3
B3LYP/MG3S 3.8
M06-2X/MG3S 1.1
M05-2X/MG3S 1.6

DBHS20
MRMP2/nom-CPO/MG3S 1.5
MRMP2/mod-CPO/MG3S 1.7
MP2/MG3S 5.8
CCSD/MG3S 2.6
B3LYP/MG3S 4.2
M06-2X/MG3S 1.0
M05-2X/MG3S 1.8

DBHS12
MRMP2/nom-CPO/MG3S 1.3
MRMP2/nom-CPO/aug-cc-pVTZ 1.2
MRMP2/mod-CPO/MG3S 1.5
MRMP2/ext-CPO/MG3S 1.1
MP2/MG3S 5.0
CCSD/MG3S 2.0
B3LYP/MG3S 3.1
M06-2X/MG3S 1.2
M05-2X/MG3S 1.6

Figure 1. Mutlireference diagnostics M for H2, ethylene, and
ozone in their ground electronic states calculated with FORS(2/
2), FORS(4/4), and FORS(12/12), respectively, as functions
of the HH, CC stretching, and OO symmetric stretching
coordinates, respectively. The equilibrium values of those
distances that are varied are as follows: reHH ) 0.741 Å,63

reCC ) 1.339 Å,64 reOO ) 1.278 Å.64 The values of the other
coordinates (held fixed) are reCH ) 1.086 Å,64 ∠ HCH )
117.6o,64 ∠ HCC ) 121.2o,64 ∠ OOO ) 116.8o.64
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The comparison to CCSD calculations is interesting from
a methodological point of view. Both MRMP2 and CCSD
are limited in a formal sense to double excitations, but
MRMP2 generates a subset of the triple and higher excita-
tions from the dominant configuration by taking double
excitations from other configurations in the CASSCF wave
function, and CCSD (a single-reference method) generates
all disconnected triple excitations by the coupled-cluster
exponential excitation operator. Both methods also generate
a subset of quadruple and higher excitations but different
subsets. As a consequence of the triple and higher excitations,
CCSD should be less sensitive to multireference effects than
MP2 (and Tables 5–7 show that it is more accurate for barrier
heights), but the present study is the first systematic
comparison to MRMP2. Tables 2–4, 6, and 7 show that
MRMP2 has an MUE in barrier heights that is a factor of
∼1.5 lower than CCSD. This is very welcome because, for
systems with a large number Natoms of atoms, the cost of
MRMP, like MP, scales as Natoms

5, whereas CCSD scales as
Natoms6. We note that using a full-valence active space
would cause much worse scaling of MRMP2, but the size
of the active spaces does not increase with Natoms for the CPO
schemes because they are defined in terms of participating
orbitals rather than all valence orbitals. This, in fact, was

one of the motivations of defining the CPO schemes the way
that we did.

Comparison of Table 2 to Table 5 shows no systematic
improvement of MRMP2 over MP2 for the three SN2
reactions (reactions R7-R9). The relatively good performance
of MP2 for SN2 reactions is well-known from many previous
studies in the literature. Tables 8 and 9 show that SN2
reactions have smaller than average M values.

It is interesting to center attention on the subset of reactions
with larger M values. Reactions R4, R6, R10, and R12 are
the only reactions with M > 0.04. Comparing Tables 2, 3,
and 5 for these reactions shows especially large errors in
MP2 for R4 and R10, which are greatly diminished by
MRMP2. However reaction R6 has large errors by all
methods, and reaction R12 has smaller than average errors
for all methods.

Whereas MP2 has a pronounced systematic error, over-
estimating 21 of the 24 barriers, MRMP2 does not have such
a systematic error. Thus one can find a general scaling
factor67,68 for the correlation contribution in MP2, but the
optimum general scale factor for MRMP2 is close to unity.
In fact, in the notation of the scaling external correlation
method,69 the optimum scale factor F for MRMP2/nom-CPO/
MG3S is 1.03, and it lowers the MUE by only 0.03 kcal/
mol as compared to F ) 1.00 (no scaling). Hence we do not
recommend developing general scaling features for MRMP2.

Next we turn our attention to the comparison of nom-CPO,
mod-CPO, and ext-CPO to each other. Table 7 shows no
systematic improvement as the size of the active space is
improved. While this might be interpreted as a negative result
by some, we take this as very encouraging. It shows that a
minimal definition of participating orbitals already captures
the bulk of the static correlation effect on chemical reaction

Table 8. Mutlireference Diagnostics for Reactions in DBH24 Calculated with nom-CPO/MG3S

reaction saddle point reactants products

R1: OH + CH4 f CH3 + H2O 0.025 0.018 0.021
R2: H + OH f O + H2 0.041 0.024 0.025
R3: H + H2S f H 2 + HS 0.029 0.023 0.025
R4: H + N2O f OH + N2 0.092 0.060 0.082
R5: H + ClH f HCl + H 0.050 0.023 0.023
R6: CH3 + FCl f CH3F + Cl 0.106 0.063 0.025
R7: Cl- · · ·CH3Cl f ClCH3 · · ·Cl- 0.020 0.028 0.028
R8: F- · · ·CH3 Cl f FCH3 · · ·Cl- 0.024 0.028 0.024
R9: OH- + CH3F f HOCH3 + F- 0.032 0.025 0.023
R10: HN2 f H + N2 0.072 0.022 0.064
R11: H + C2H 4 f CH3CH2 0.096 0.086 0.018
R12: HNC f HCN 0.063 0.052 0.063

Table 9. Mutlireference Diagnostics for Reactions in DBH24 Calculated with mod-CPO/MG3S

reaction saddle point reactants products

R1: OH + CH4 f CH3 + H2O 0.029 0.026 0.024
R2: H + OH f O + H2 0.040 0.027 0.024
R3: H + H2S f H2 + HS 0.038 0.033 0.029
R4: H + N2O f OH + N2 0.092 0.060 0.082
R5: H + ClH f HCl + H 0.051 0.026 0.026
R6: CH3 + FCl f CH3F + Cl 0.077 0.047 0.025
R9: OH- + CH3F f HOCH3 + F- 0.036 0.030 0.025
R10: HN2 f H + N2 0.063 0.077 0.061
R11: H + C2H4 f CH3CH2 0.096 0.086 0.018
R12: HNC f HCN 0.063 0.052 0.063

Table 10. Mutlireference Diagnostics for Reactions in
DBH24 Calculated with ext-CPO/MG3S

reaction saddle point reactants products

R1: OH + CH4 f CH3 + H2O 0.028 0.026 0.025
R2: H + OH f O + H2 0.038 0.026 0.024
R3: H + H2S f H2 + HS 0.049 0.043 0.041
R10: HN2 f H + N2 0.070 0.081 0.061
R11: H + C2H4 f CH3CH2 0.096 0.086 0.018
R12: HNC f HCN 0.063 0.052 0.063
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barrier heights. This means that the MRMP2/nom-CPO
method is likely to be very useful even for large systems.

We can compare the present method to the MR-G3(MP2)
and MR-G3/MP2 model chemistries by Sølling et al.12 These
are multilevel model chemistries; the former is based on
MRCI calculations based on full-valence CASSCF, and the
latter on CASPT2 (which is essentially the same as MRMP2),
again based on full-valence CASSCF. Sølling et al. did not
study barrier heights, but for heats of formation they found
that the mean unsigned error in the MRCI-based model is
1.2 kcal/mol and that in the CASPT2-based model is 1.6
kcal/mol. The latter may approximately be compared to our
mean unsigned errors in reaction energies, which are 1.8-2.6
kcal/mol, depending on the reaction subset, for nom-CPO,
2.1-2.2 kcal/mol for mod-CPO, and 1.8 kcal/mol for ext-
CPO. Given the differences in the test data, the results are
comparable, although our calculations do not include empiri-
cal high-level corrections, whereas the MR-G3(MP2) and
MR-G3/MP2 methods each have four empirical parameters.
We note that the present methods lead to continuous potential
energies, whereas methods with high-level corrections do
not.70,71

Additionally, we compare MRMP2 to density functional
theory. We have shown elsewhere16 (based on single-point
calculations with the MG3S basis set and QCISD/MG3
geometries) that the most popular density functional
(B3LYP)8 has an MUE for the reactions in Table 7 of 4.3
kcal/mol. Table 7 shows that using consistently optimizing
geometries reduces this to 4.1 kcal/mol. However one can
do better with more recently developed density functionals;
for example Table 7 shows that the M06-2X functional72

leads to an error of only 1.0 kcal/mol. As mentioned above,
the M diagnostic for the reactions in DBH24 shows that their
multireference character is only small (e0.05) to modest
(0.05-0.10) and in one case large (g0.10). In any event one
expects larger errors in both MRMP2 and DFT when M gets
larger. It would be interesting to test MRMP2 against density
functional theory for reactions with larger multireference
character such as reactions with biradical transition states,
reactions involving coordinately unsaturated transition metals,
or reactions of ozone. Such extensions would probably show
different trends from those in Table 7, but the extension to
transition metals might also require some refinement of the
nom-, mod-, and ext-definitions. The mean unsigned error

Table 11. Saddle Point Geometries (in Å) and Errors for Selected Reactions in DBH24

geometry

R2: H + OH f O + H2 rHH′ rOH rOH′ MUE

best est78 0.894 1.215 2.109
MRMP2/nom-CPO/MG3S 0.887 1.231 2.118 0.011
MRMP2/mod-CPO/MG3S 0.910 1.203 2.113 0.011
MRMP2/ext-CPO/MG3S 0.909 1.200 2.109 0.010
MRMP2/nom-CPO/aug-cc-pVTZ 0.884 1.239 2.122 0.016
MP2/MG3S 0.859 1.227 2.086 0.054
CCSD/MG3S 0.910 1.190 2.100 0.036
B3LYP/MG3S 0.907 1.202 2.109 0.030
M05-2X/MG3S 0.933 1.167 2.100 0.036
M06-2X/MG3S 0.921 1.179 2.100 0.036

R5: H + ClH f HCl + H rClH rClH′ rHH′ MUE

best est79 1.480 1.480 2.960
MRMP2/nom-CPO/MG3S 1.482 1.482 2.964 0.003
MRMP2/mod-CPO/MG3S 1.490 1.490 2.980 0.013
MRMP2/nom-CPO/aug-cc-pVTZ 1.482 1.482 2.964 0.003
MP2/MG3S 1.468 1.468 2.936 0.016
CCSD/MG3S 1.487 1.487 2.975 0.010
B3LYP/MG3S 1.490 1.490 2.979 0.013
M05-2X/MG3S 1.485 1.485 2.969 0.006
M06-2X/MG3S 1.486 1.486 2.973 0.008

R7: Cl- · · ·CH3Cl f ClCH3 · · ·Cl- rClC rCl′C rClCl′ MUE

best est80 2.305 2.305 4.610
MRMP2/nom-CPO/MG3S 2.302 2.302 4.604 0.004
MRMP2/nom-CPO/aug-cc-pVTZ 2.277 2.277 4.553 0.038
MP2/MG3S 2.288 2.288 4.576 0.023
CCSD/MG3S 2.319 2.319 4.637 0.018
B3LYP/MG3S 2.355 2.355 4.710 0.067
M05-2X/MG3S 2.308 2.308 4.616 0.004
M06-2X/MG3S 2.300 2.300 4.600 0.007

R12: HNC f HCN rCH rNH rCN MUE

best est81 1.183 1.387 1.186
MRMP2/nom-CPO/MG3S 1.194 1.379 1.195 0.009
MRMP2/nom-CPO/aug-cc-pVTZ 1.193 1.383 1.196 0.008
MP2/MG3S 1.173 1.417 1.186 0.013
CCSD/MG3S 1.179 1.402 1.186 0.006
B3LYP/MG3S 1.190 1.388 1.180 0.005
M05-2X/MG3S 1.177 1.434 1.170 0.023
M06-2X/MG3S 1.172 1.438 1.174 0.025

1216 J. Chem. Theory Comput., Vol. 4, No. 8, 2008 Tishchenko et al.



in the 12 nom-CPO/MG3S barrier heights for which the
saddle point M value is less than 0.05 is 1.3 kcal/mol, and
that for the 10 nom-CPO/MG3S barrier heights for which
the saddle point M value is greater than 0.05 is 1.4 kcal/
mol, which is essentially the same. For some other methods
though, the MUE increases in passing from the M < 0.05
subset to the for the M > 0.05 subset, in particular from 2.5
to 7.5 kcal/mol for MP2, from 2.3 to 2.8 kcal/mol for CCSD,
from 1.4 to 2.0 kcal/mol for M05-2X, and from 4.0 to 4.2
kcal/mol for B3LYP (the MUE is 1.0 kcal/mol for both
subsets for M06-2X). The more uniform performance of
MRMP2 as compared to several other methods is encourag-
ing and is encougaging and supports the hope that MRMP2
might remain accurate for large M values, although this
clearly needs to be confirmed by actual tests, whereas MP2,
CCSD, and hybrid DFT would all be expected to become
less accurate in that case.

Table 2 allows us to compare the performance of two basis
sets, MG3S and aug-cc-pVTZ; both are augmented or
partially augmented with diffuse functions, are multiply
polarized, and have triple-split quality for valence orbitals,
but aug-cc-pVTZ is much larger (and hence much more
expensive). Table 2 shows that aug-cc-pVTZ gives slightly
more accurate (on average) reaction energies but significantly
less accurate barrier heights. Four of the five reactions (R3
and R5 to R8) that involve S or Cl have significantly less
accurate forward barrier heights with aug-cc-pVTZ than with
MG3S. This might be related in part to a known deficiency73–76

of the aug-cc-pVTZ basis set for 3p-block elements that can
be remedied by adding tighter d functions. To test this
possibility we repeated three of the reactions including S or
Cl with the aug-cc-pV(T+d)Z basis set, but the barriers did
not change by more than 1.0 kcal. This deficiency (i.e., lack
of tight d functions for 3p elements) does not affect the
MG3S basis set because MG3S includes the improved 3d
functions suggested by Curtiss et al.56 for P, S, and Cl. The
present comparison confirms the high efficiency of the MG3S
basis set, which we have employed with satisfactory results
for a variety of problems in our group.

Finally we consider transition state geometries. It is harder
to test theory for transition state geometries than for transition
state energetics because so few accurate transition state
geometries are known.77 Table 11 compares the present
transition state geometries to accurate results78–81 for the only
four cases in DBH24 for which we judge the best available
estimates of the transition state geometries to be accurate
(converged with respect to the inclusion of electron correla-
tion energy) to e0.005 Å. The reactions in Table 1 all
involve making a bond, X-Y, and breaking a bond, Y-Z. In
each case we give the three key bond distances, X-Y, Y-Z,
and X-Z, where Y-Z is called the donor-acceptor distance.
We also give the mean unsigned error of these three distances
as compared to the accurate values. Table 11 shows an
average MUE (averaged over all four reactions with the
MG3S basis set) in transition state bond lengths and
donor-acceptor distances of 0.007 Å for MRMP2/nom-CPO,
0.018 Å for CCSD, 0.019 Å for M06-2X, and 0.039 Å for
MP2 and B3LYP. The decided superiority of MRMP2 is
evident but has never been systematically demonstrated in
previous work. Extending the active space to mod-CPO (two
examples) or ext-CPO (one example) does not improve the
results, but there is little room for improvement.

There are two additional reactions for which reasonably
accurate values of transition state geometries have been
published.82,83 We do not believe that the convergence of
these geometries to 0.005 Å has been demonstrated, and
therefore we did not include them in Table 11, and we do
not interpret deviations from the present calculations as
necessarily indicating errors in the present calculations, but
the comparisons are still interesting and are given in Table
12. The deviations of MRMP2 from the previous calculations
are larger than for the reactions in Table 12, and the various
results for the OH- + CH3F nucleophilic substitution
reaction differ greatly (a range of 0.080 Å for the O-C
distance and a range of 0.122 Å for the donor-acceptor
distance). We conclude that further study of the transition
state geometries in Table 12 would be very interesting.

6. Concluding Remarks

We have defined three systematic choices of active space
that, unlike full-valence spaces, do not increase in size, for
a given reaction type, as the reagents increase in size, and
we have tested them with the MRMP223,24 wave function
method against a database of diverse barrier heights and a
smaller database of accurately known transition state geom-
etries. The smallest of the three systematically defined active
spaces, called nom-CPO, has an average size of only 4.6
active electrons in 4.6 active orbitals for the reactions studied
(ranging from 3 active electrons in 3 active orbitals to 11
active electrons in 11 active orbitals), but it captures the bulk
of the static correlation energy, which is quite significant
for these reactions. Thus the mean unsigned error in barrier
heights for MRMP2/nom-CPO is 1.4 kcal/mol, whereas
single-reference MP2 has a mean unsigned error of 5.0 kcal/
mol for the same reactions. Even CCSD, which is well-
known to be less sensitive than MP2 to multireference
effects, has a mean unsigned error of 2.5 kcal/mol for these
reactions. MRMP2 also gives a remarkable improvement in

Table 12. Saddle Point Geometries (in Å) for Some Other
Reactions in DBH24

geometry

R8: F- · · ·CH3Cl f FCH3 · · ·Cl- rFC rClC rFCl

ref 82 2.030 2.121 4.151
ref 83 2.019 2.124 4.143
MRMP2/nom-CPO/MG3S 1.959 2.191 4.150
MP2/MG3S 2.018 2.098 4.116
CCSD/MG3S 2.038 2.114 4.152
B3LYP/MG3S 2.157 2.077 4.234
M05-2X/MG3S 2.051 2.105 4.156
M06-2X/MG3S 2.036 2.096 4.133

geometry

R9: OH- + CH3F f HOCH3 + F- rOC rCF rOF

ref 83 2.000 1.753 3.753
MRMP2/nom-CPO/MG3S 2.045 1.772 3.817
MP2/MG3S 1.981 1.740 3.721
CCSD/MG3S 1.978 1.754 3.732
B3LYP/MG3S 2.051 1.771 3.821
M05-2X/MG3S 1.976 1.742 3.718
M06-2X/MG3S 1.965 1.734 3.699
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accuracy for transition state geometries with a mean
unsigned error in forming and breaking bond lengths and
donor-acceptor distances of only 0.007 Å, as compared
to 0.039 Å for MP2 and 0.018 Å for CCSD. The present
results confirm earlier indications that MRMP2 can
provide accurate barrier heights84–87 and transition state
geometries44 for chemical reactions. The present work
provides systematic demonstration on a diverse set of
reactions, and, by defining three levels of active spaces,
it paves the way for systematic applications of multiref-
erence theoretical model chemistries in the future.

We defined a multireference diagnostic called M that
approximately measures the amount of multireference char-
acter in the reagents and transition states. It ranges from 0.020
to 0.106 for the reactions in our diverse barrier height
database. This establishes a range of validation for the new
MRMP2 model chemistries, and further validation is recom-
mended for applications to reactions with M > 0.1.
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Abstract: Converged first-principles proton affinities (PA) of ammonia and carbon monoxide
have been determined by the focal-point analysis (FPA) approach, thus fixing the high and low
ends of the molecular proton affinity scale. The electronic structure computations employed the
all-electron (AE) coupled-cluster (CC) method up to single, double, triple, quadruple, and pentuple
excitations. Aug-cc-pCVXZ [X ) 2(D), 3(T), 4(Q), 5, and 6] correlation-consistent (cc) Gaussian
basis sets for C, N, and O were used in conjunction with the corresponding aug-cc-pVXZ (X )
2-6) sets for H. Our FPA study supersedes previous computational work by accounting for (a)
electron correlation beyond the “gold standard” CCSD(T) level; (b) the nonadditivity of core
electron correlation effects; (c) scalar relativity; (d) diagonal Born-Oppenheimer corrections
(DBOC); (e) anharmonicity of zero-point vibrational energies, based on accurate AE-CCSD(T)/
cc-pCVQZ internal coordinate quartic force fields and fully variational vibrational computations;
and (f) thermal corrections to enthalpies by direct summation over rovibrational energy levels.
Our final proton affinities at 298.15(0.0) K are ∆paH°(NH3) ) 852.6(846.4) ( 0.3 kJ mol-1 and
∆paH°(CO) ) 592.4(586.5) ( 0.2 kJ mol-1. These values have better accuracy and considerably
lower uncertainty than the best previous recommendations and thus anchor the proton affinity
scale of molecules for future use.

I. Introduction
Modern mass spectrometry (MS) is an advanced and highly
versatile experimental technique that allows studies of
fundamental energetic quantities in the gas phase, including
proton affinities (PA) and the related gas-phase basicities
(GB). PAs and GBs have special relevance for MS frag-
mentation processes in tandem mass spectrometry (MS/MS)
experiments. MS/MS fragments yield not only essential
structural data for a wide variety of compounds but also
information about dissociation processes. Among these
fragmentation processes, those of protonated peptides and
proteins are of particular importance because they provide
the basis of protein identification by mass spectrometry in
proteomics studies.

The “mobile proton model” has been developed for
understanding peptide fragmentation in MS experiments.1–10

In essence, this relatively simple but now widely accepted
model states that upon ion activation the proton(s) added to
a peptide will migrate to various sites prior to fragmentation
and will thereby trigger charge-directed cleavages. Proton
migration is crucial in inducing fragmentation and, as
indicated by simple quantum chemical computations, the
thermodynamically most stable protonated forms are not the
preferred fragmenting structures.11–13 The ease or difficulty
of proton migration depends on the PA (or GB) values of
the protonation sites; for example, peptides containing the
most basic amino acids, such as arginine (R) or lysine (K),
require higher internal energy (more efficient ion activation)
to fragment. Statistical evaluations of the MS/MS data of a
large number of protonated peptides clearly show that the
extent of fragmentation for particular amide bonds can be
related to the PAs of the amino acids.14–16
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As eloquently pointed out by Paizs and Suhai in their
recent review17 on peptide fragmentation, a significant
simplification embodied in the mobile proton model is that
it focuses mostly on the step(s) prior to dissociation. To
overcome this limitation, they proposed the “pathways in
competition” (PIC) description involving a detailed energetic
and kinetic characterization of the major fragmentation
pathways, requiring the computation of parts of the potential
energy surfaces (PES). While electronic structure computa-
tions of ever increasing accuracy have started to appear for
amino acids, peptide models, and small peptides,18–24 for
oligopeptides of practical interest computations at higher
levels of electronic structure theory are still not routine, and
a full, reliable mapping of the PES is time-consuming even
for relatively small dipeptides. For example, several frag-
mentation pathways for the loss of ammonia have been found
for a small protonated dipeptide.25 The complexity of
fragmentation pathways and the practical limitations of
rigorous theoretical computations justify the use of experi-
mental MS/MS data and their relatively simple interpretation
based on relative proton affinities of possible protonation
sites. Therefore, anchoring the PA scale is not only of
theoretical but also of practical importance.

Several studies,26–33 including elaborate reviews and
critical compilations, have been published that attempted to
fix the absolute proton affinity scale of organic compounds.
To accomplish this goal, the PAs of molecules at both the
high and low end of the scale must be pinpointed. The
purpose of the present study is to determine benchmark first-
principles PAs of ammonia (NH3) and carbon monoxide
(CO). These molecules have been chosen because they are
small species amenable to highly sophisticated methods of
electronic structure and nuclear motion theory, and they have
extremely different proton affinities at the low (CO) and the
high (NH3) ends of the absolute PA scale. Among other
things, very precise proton affinities of NH3 and CO will
facilitate the determination of ion energetics from measure-
ments of equilibrium constants for reversible proton-transfer
reactions

AH++BhBH++A (1)

The proton affinities at 298.15(0.00) K, ∆paH298
o (∆paH0

o),
of NH3 and CO have been studied frequently, and numerous
data with varying uncertainties are available for both species.
Tables 1 and 2 and their footnotes contain a compilation
and assessment of literature data for the PAs of NH3 and
CO, respectively.

In 1984, a ∆paH298
o (NH3) value of 853.5 kJ mol-1 was

recommended by Lias and co-workers32 based on critical
evaluation of different measurements. In the 1990s, the best
ab initio computations gave the 298.15 K PA of ammonia
as 853.6 kJ mol-1 (ref 34, with no uncertainty reported),
853.1 ( 1.3 kJ mol-1 (ref 35), and 854.0 ( 1.3 kJ mol-1

(ref 36). In 1998, in the most recent compilation of PAs,
Hunter and Lias31 selected the proton affinity of NH3

computed by Smith and Radom,34 considering its close match
with experimental measurements and the earlier recom-
mendation.32 At the beginning of this decade, more sophis-
ticated ab initio results were computed for PA(NH3), which

translate to 853.2 kJ mol-1 (ref 37) and 853.1 (ref 38) at
298.15 K. The best experimental ∆paH298

o (CO) was obtained
by Traeger39 in 1985 as 594 ( 3 kJ mol-1 by means of
dissociative photoionization of formic acid. This value was
recommended by Hunter and Lias in their 1998 critical
evaluation of literature data.31 The best previously computed
values of ∆paH298

o (CO) are 593.3 ( 2.1 kJ mol-1 published
by Komornicki and Dixon40 and 593.0 kJ mol-1 reported
by Smith and Radom.34

Despite the large amount of information for the PAs of
these two molecules, the attendant uncertainties are still
considerably larger than what can be achieved from state-
of-the-art computations on molecules of this size.41–55 For
small molecules and radicals (at present up to 5-6 “heavy”
atoms), first-principles computations of thermochemical
quantities are often more accurate than experimental mea-
surements; frequently, the uncertainties of the best computed
values can only be surpassed by comprehensively incorporat-
ing both empirical and theoretical data in schemes such as
the Active Thermochemical Tables (ATcT).56 Previous
computations of energetic quantities other than PAs,41–55

employing variants of the focal-point analysis (FPA)
approach,57,58 clearly prove the effectiveness of the sophis-
ticated first-principles methods employed in this study.

The present FPA study pushes the ab initio treatment of
PAs to new heights by means of the following advances:
(a) electron correlation beyond the “gold standard” CCSD(T)
level is taken into account by performing coupled cluster
computations complete through quadruple excitations and,
for NH3 and NH4

+, even considering the effect of connected
pentuples; (b) FPA limits are determined with all electrons
correlated (AE), avoiding any additivity assumptions regard-
ing valence and core correlation; (c) relativistic shifts are
evaluated by first-order perturbation theory applied to the
mass-velocity and one-electron Darwin terms (MVD1);59,60

(d) the electronic structure computations go beyond the
clamped nucleus assumption by appending diagonal Born-
Oppenheimer corrections (DBOC);61–64 (e) anharmonic zero-
point vibrational energies (ZPVEs) have been determined
by computing new AE-CCSD(T)/cc-pCVQZ internal coor-
dinate quartic force field representations of the ground-state
potential energy surfaces and executing variational vibrational
motion computations using exact kinetic energy operators;
and (f) the enthalpy increments needed to convert the 0 K
computational results to finite temperatures, in the present
case 298.15 K, have been obtained by explicitly summing
over (ro)vibrational energy levels, obtained mostly through
our variational vibrational motion computations, within
standard statistical mechanical expressions.

II. Computational Methods

The (aug-)cc-p(C)VXZ [X ) 2(D), 3(T), 4(Q), 5, and 6]
families of correlation-consistent, atom-centered Gaussian
basis sets65–68 were employed in this study. The orbital
contraction schemes of these basis sets range from [11s6p2d]
f [5s4p2d] to [22s16p10d8f6g4h2i]f [13s12p10d8f6g4h2i]
for N, C, O, and from [5s2p] f [3s2p] to [11s6p5d4f3g2h]
f [7s6p5d4f3g2h] for H. These atomic-orbital basis sets give
superior performance in approaching the complete basis set
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(CBS) limit in a systematic fashion during traditional
electronic structure computations. When (aug-)cc-pCVXZ
sets were used to effectuate the correlation of core electrons
for C, N, and O, the corresponding (aug-)cc-pVXZ functions
were utilized for H.

Reference electronic wave functions were determined by
the single-configuration restricted Hartree-Fock (RHF)
method.69 Electron correlation was accounted for by the
coupled-cluster (CC) method70,71 including all single and
double (CCSD), triple (CCSDT), and quadruple (CCSDTQ)
excitations.72 The CCSD(T)73 and CCSDT(Q)74,75 methods,
which include perturbative (T) and (Q) terms for connected
triple and quadruple excitations, respectively, were also used
extensively. For NH3 and NH4

+, the CCSDTQ(P) method74

was also employed with the aug-cc-pCVDZ basis set. All
electrons were included, unless otherwise noted, in the active
space for the correlation energy computations.

In the spirit of the FPA approach,52–55,57,58 the aug-cc-
pCVXZ sequences of electronic energies were extrapolated
todetermineCBSlimits.Forextrapolationof theHartree-Fock
energies, two-76,77 and three-parameter78 exponential func-
tions of the cardinal number X were used

EX
HF )ECBS

HF + a(X+ 1)e-9√X (2)

and

EX
HF )ECBS

HF + ae-bX (3)

For the molecules considered here, the two extrapolation
formulas, when applied with the largest possible X values,
gave RHF energies and PAs in agreement to better than 0.04
and 0.001 kJ mol-1, respectively. The perhaps slightly more
accurate76,79 two-parameter results are reported in Tables 3
and 4 as the CBS RHF proton affinities for NH3 and CO,

Table 1. Literature Data for the Proton Affinity of NH3 (in kJ mol-1)

∆paH298
o (∆paH0

o) authors and references comments ∆paH298
o (∆paH0

o) authors and references comments

Measurements
851.9 ( 5.4 Ceyer et al. (1979)110 a 851.4 ( 3.3 Szulejko and McMahon (1993)27 c

867.8 ( 6.7 Meot-Ner and Sieck (1991)111 b

Ab Initio Computations
860.2 ( 4.2 Eades et al. (1980)112 d 852.8 Smith and Radom (1995)118 k

853.5 DeFrees and McLean (1986)113 e 853.1 ( 1.3 (846.8) Martin and Lee (1996)35 l

853.5 (847.3) Pople and Curtiss (1987)114 f 854.0 ( 1.3 Peterson et al. (1998)36 m

858.6 Del Bene and Shavitt (1990)115 g 849.3 Seo et al. (2001)119 n

853.5 (847.3) Curtiss et al. (1991)116 h 853.2 (847.0) Dixon et al. (2001)37 o

852.3 Del Bene (1993)117 i 853.1 Parthiban and Martin (2001)38 p

853.6 (847.4) Smith and Radom (1993)34 j

Reviews and Evaluations
853.5 ( 8 Lias et al. (1984)32 q 853.6 Hunter and Lias (1998)31 r

a Examination of the photoionization threshold for the appearance of the ammonium ion generated from the ammonia van der Waals
dimer gave PA(NH3) ) 203.6 ( 1.3 kcal mol-1. b Originally reported as 208.3 kcal mol-1 at 600 K, or PA(NH3) ) 207.4 ( 1.6 kcal mol-1 at
300 K. This value was soon challenged in ref 27. c From temperature-dependent proton transfer equilibrium experiments, originally reported
as PA(NH3) ) 203.5 ( 0.8 kcal mol-1. d Originally reported as 205.6 ( 1 kcal mol-1. The proton affinity of ammonia was computed at
different levels of theory. The SCF calculations were performed using both Gaussian-type orbitals (GTO) and Slater-type orbitals (STO). The
STO basis was used in CI calculations with all single and double excitations excluding the top virtual orbital (ε > 10 Eh); correction was
made for quadruple excitations. The ZPVE contribution was obtained from SCF harmonic frequencies computed with the GTO basis and
scaled to experiment. e Computed at the MP4/6-311++G(3df,3pd) level; originally reported as 204.0 kcal mol-1. f Obtained from MP
perturbation theory through fourth order with a combination of isogyric reactions and basis set additivity approximations; originally reported
as 204.0(202.5) kcal mol-1. g Computed at the CISD+Q/6-31+G(2d,2p) level; originally reported as 213.2 kcal mol-1, at 0 K and without a
ZPVE correction. With a MP2/6-31+G(d,p) harmonic ZPVE correction, the PA estimate becomes 205.2 kcal mol-1. h From G2
computations; originally reported as 204.0(202.5) kcal mol-1. i Computed at the CCSD + T(CCSD)/aug-cc-pVTZ level; originally reported as
203.7 kcal mol-1. j Proton affinities of 31 molecules (including NH3 and CO) were computed at the G2 level of theory. G2 corresponds to
QCISD(T)/6-311+G(3df,2p)//MP2/6-31G(d) computations with zero-point vibrational and empirical “higher-level” corrections. In this case, the
higher-level corrections cancel, and thus the G2 proton affinities are purely ab initio. k The proton affinities of several molecules, including
NH3 and CO, were computed using the G2(MP2,SVP) procedure, which is similar to G2(MP2) but uses the split-valence plus polarization
(SVP) 6-31G(d) basis set for the QCISD(T) computations. ZPVE and enthalpy corrections were obtained from scaled HF/6-31G(d)
vibrational frequencies. l Based on CCSD(T)/(aug)-cc-pVXZ (X ) 2-5) computations. The largest basis set employed was aug′-cc-pV5Z,
where the diffuse functions on hydrogen were removed. Frozen-core CCSD(T) energies were extrapolated to the CBS limit; core correlation
and ZPVE corrections were appended. Anharmonic ZPVEs were obtained from a CCSD(T)/cc-pVTZ quartic force field by means of VPT2
with the G0 term included. Not considered were the following: (a) electron correlation beyond the CCSD(T) level, (b) relativistic shifts, (c)
DBOC terms, and (d) nonadditivity of the core correlation effect. With a thermal contribution of 1.50 kcal mol-1, a final result of ∆paH298(NH3)
) 203.9 ( 0.3 kcal mol-1 was originally reported. We have subtracted off the thermal correction to obtain the 0 K proton affinity listed in the
table. m Based on computations up to the frozen-core CCSD(T)/aug-cc-pVQZ and CCSD(T)/cc-pV5Z levels; originally reported as 204.1 (
0.3 kcal mol-1. CCSD(T)/aug-cc-pwCVTZ// CCSD(T)/aug-cc-pVTZ core-valence correlation effects were included. ZPVE contributions were
taken from experiment and from scaled theoretical results. n Proton affinities of several molecules, including NH3 and CO, were obtained at
the multicoefficient QCISD (MC-QCISD) level of theory. For ∆paH298(NH3), both MP2/6-31G(d,p) and full multilevel (ML) optimum geometries
gave the same results. Zero-point and thermal energies were obtained from MP2/6-31G(d,p) frequencies scaled by 0.9676. o Originally
reported as 202.43 kcal mol-1 at 0 K; our thermal correction has been used to obtain the corresponding 298.15 K value. A vibrationless
proton affinity of 886.05 ( 0.04 kJ mol-1 was inferred as the CBS limit of frozen-core CCSD(T). A core correlation correction of -0.54 kJ
mol-1 was then appended, which may have a sign error considering that our CBS AE-CCSD(T) vibrationless proton affinity is 886.61 kJ
mol-1. The approximate ZPVE correction of Dixon et al. deviates from the more accurate result of this study by 1 kJ mol-1. p From W2
theory, originally reported as 203.9 kcal mol-1. The corresponding W1 values are 853.9(847.6) kJ mol-1 at 298.15(0.0) K. This paper also
gives a 298.15 K value of 849.8 kJ mol-1 from the G3 method. q Recommendation based on a critical evaluation of different measurements.
The uncertainty is a general value stated in the Introduction. r The recommended proton affinity was based on a close match between the
computed value of Smith and Radom34 and the previously recommended32 value.
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respectively. The CCSD and CCSD(T) electron correlation
energies (εX ≡ EX

CC - EX
HF) were extrapolated using a two-

parameter polynomial formula80

εX ) εCBS + bX-3 (4)

The δ[CCSDT] correlation increments in the focal-point
analyses were extrapolated likewise.

The program packages ACESII,81,82 MRCC (interfaced
to ACESII),83,84 and MOLPRO85,86 were used for the
electronic structure computations. Analytic gradient tech-
niques87–89were utilized to obtain optimum geometric
structures at the all-electron CCSD(T) level with the cc-
pVQZ, cc-pCVQZ, and aug-cc-pCVQZ basis sets. The

AE-CCSD(T)/aug-cc-pCVQZ structures were adopted for
all electronic structure computations involved in the FPA
analyses. The DBOC corrections were computed at the
frozen-core CCSD/aug-cc-pVDZ level within the formal-
ism of ref 62 utilizing a private version of the conjoined
ACESII and MRCC program packages. Relativistic effects
were evaluated by first-order perturbation theory applied
to the mass-velocity and one-electron Darwin terms
(MVD1),59 as implemented in ACESII. For this purpose,
AE-CCSD(T)/aug-cc-pCVTZ wave functions were em-
ployed.

The full quartic force fields of NH3 and NH4
+ were

determined in internal coordinates at the AE-CCSD(T)/cc-

Table 2. Literature Data for the Proton Affinity of CO (in kJ mol-1)

∆paH298
o (∆paH0

o) authors and references comments ∆paH298
o (∆paH0

o) authors and references comments

Measurements
594 ( 3 Traeger (1985)39 a 591.6 ( 4.2 Adams et al. (1989)28 b

Ab Initio Computations
(597.5) Del Bene et al. (1982)120 c 592.4(586.5) ( 2.1 Martin et al. (1993)104 j

599.6 Ikuta (1984)121 d 594.1 Botschwina et al. (1993)124 k

591.6 Dixon et al. (1984)122 e 597.1 Smith and Radom (1995)118 l

599.1 DeFrees and McLean (1986)113 f 594.1 Mladenović and Schmatz (1998)98 m

593.3 ( 2.1 Komornicki and Dixon (1992)40 g (587.8) ( 2.1 van Mourik et al. (2000)125 n

(589.3) Ma et al. (1992)123 h 599.9 Seo et al. (2001)119 o

593.0 (587.1) Smith and Radom (1993)34 i

Reviews and Evaluations
594 ( 6 Lias et al. (1984)32 p 594 ( 3 Hunter and Lias (1998)31 r

593.7 Szulejko and McMahon (1993)27 q

a From examination of the dissociative photoionization of a number of formyl compounds (in this case HCOOH) to yield the formyl cation
HCO+. b The enthalpy of the reaction HN2O+ + CO f HCO+ + N2O was obtained from a van’t Hoff plot of the measured equilibrium
constant at different temperatures, yielding PA(CO) ) 141.4 ( 1 kcal mol-1 at 300 K. c PA at 0 K is 142.8 kcal mol-1 as originally reported.
SCF geometries and frequencies were used along with partial fourth-order perturbation theory and the 6-31G** basis. d The PA value at 0 K
computed at the MP3/6-31G** level is originally reported as 149.7 kcal mol-1. This value does not contain the ZPVE correction. In this table
a value of 143.3 kcal mol-1 is given as originally cited by Komornicki and Dixon.40 e Originally reported as 141.4 kcal mol-1. Geometries
and frequencies were determined at the CI(SD) level using a TZP basis set. f PA(CO) ) 143.2 kcal mol-1 was computed using MP4-SDTQ
fourth-order perturbation theory with an extensive one-particle basis including f and d double polarization functions on the heavy atoms and
hydrogen, respectively. CI(D)/ 6-31G(d) optimum geometries and scaled SCF frequencies were used. g PA(CO) was computed at the SCF,
MP2, CCSD, and CCSD(T) levels of theory using three different basis sets, with account of BSSE. Empirical geometrical parameters and
vibrational frequencies were used. A final value of 141.8 ( 0.5 kcal mol-1 was originally reported. h Based on QCISD(T)/6-311+G(3df,2p)
energies and scaled MP2/6-31G(d) harmonic ZPVE estimates. i See comment j of Table 1. j Reported as 141.59(140.17) kcal mol-1, based
on frozen-core CCSD(T)/cc-pVQZ computations. k Originally reported as 142.0 kcal mol-1. This value was based on an equilibrium CBS
CCSD(T) proton affinity of 147.6 kcal mol-1, a ZPVE contribution of -7.0 kcal mol-1, a difference in the mean vibrational energies between
HCO+ and CO of -0.1 kcal mol-1, a difference in the translational energies of 0.9 kcal mol-1, and a ∆(PV) term of 0.6 kcal mol-1. l See
comment k of Table 1. m Originally reported as 142.0 kcal mol-1, based on frozen-core CCSD(T)/cc-pVQZ (no f functions on hydrogens)
energies and variational ZPVE estimates. n The 0 K value, 140.49 kcal mol-1 with an uncertainty estimate of (0.5 kcal mol-1, was reported
in Table 6 as D0(HCO+). o See comment n of Table 1. The MC-QCISD//ML value is listed in the table; at the MC-QCISD//MP2/6-31G(d,p)
level, the PA is 598.7 kJ mol-1. p Selected value from experimental measurements, taken from Table 2 of the compilation. The uncertainty
is a general value stated in the Introduction. q PA(CO) ) 141.9 kcal mol-1 was chosen because it was midway between the Traeger39

experimental value and the ab initio calculation of Komornicki and Dixon40 and because it agreed with the previous assessment from the
NIST proton affinity tables. r Recommended value is the proton affinity originally measured by Traeger.39

Table 3. Focal-Point Analysis of the All-Electron Nonrelativistic Born-Oppenheimer Proton Affinity (∆Ee, kJ mol-1) of NH3

at 0 Ka,b

∆Ee(RHF) δ[CCSD] δ[CCSD(T)] δ[CCSDT] δ[CCSDT(Q)] δ[CCSDTQ] δ[CCSDTQ(P)] ∆Ee[CCSDTQ(P)]

aug-cc-pCVDZ 898.68 -11.59 -2.95 -0.08 -0.30 +0.04 -0.005 883.80
aug-cc-pCVTZ 903.28 -13.04 -4.00 +0.04 -0.33 [+0.04] [-0.005] [885.98]
aug-cc-pCVQZ 903.87 -13.08 -4.18 +0.08 [-0.33] [+0.04] [-0.005] [886.39]
aug-cc-pCV5Z 904.03 -13.06 -4.24 [+0.09] [-0.33] [+0.04] [-0.005] [886.52]
aug-cc-pCV6Z 904.06 -13.10 -4.26 [+0.10] [-0.33] [+0.04] [-0.005] [886.48]
CBSc,d [904.06] [-13.15] [-4.30] [+0.11] [-0.33] [+0.04] [-0.005] [886.43]

a Based on AE-CCSD(T)/aug-cc-pCVQZ reference structures. b For the all-electron coupled cluster computations, the symbol δ denotes
the increments in the proton affinity, ∆Ee, with respect to the preceding level of theory. Brackets signify increments obtained from basis set
extrapolations or additivity approximations. c The complete basis set RHF, CCSD, and CCSD(T) entries were obtained from
aug-cc-pCV(5,6)Z energies using the two-parameter extrapolation formulas given in eqs 2 and 4. The bracketed CCSDT entries result from
direct extrapolation of aug-cc-pCV(T,Q)Z increments (rather than individual energies). d Application of the three-parameter formula (eq 3)
with aug-cc-pCV(Q,5,6)Z energies for the extrapolation to the RHF CBS limit also results in 904.06 kJ mol-1.
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pCVQZ level of theory, using high-precision energy points
from the MOLPRO package and carefully validated higher-
order finite-difference procedures built into the code
INTDIF2005.90,91 The force fields were transformed by
INTDER200592–94 into a representation with Simons-Parr-
Finlan (SPF)95 bond-stretching coordinates for use in the
variational vibrational procedures.

The variational vibrational computations were performed
with a recently developed program called DEWE,96 which
employs a discrete variable representation (DVR) of the
Eckart-Watson (EW) Hamiltonian and involves an exact
transformation from normal to internal coordinates, thus
allowing the exact inclusion of an arbitrary potential. For
NH3 and NH4

+, the AE-CCSD(T)/cc-pCVQZ quartic force
fields in SPF coordinates were used to obtain accurate zero-
point vibrational energies (ZPVEs), as well as low-lying
vibrational band origins (VBOs) used for evaluating thermal
enthalpy increments via direct summation. Variational
ZPVEs were taken from the literature for carbon monoxide97

and the HCO+ cation.98

III. Results and Discussion

The primary focal-point analyses of the proton affinities of
NH3 and CO are presented in Tables 3 and 4, respectively.
The auxiliary data for the DBOC, relativistic, and ZPVE
corrections are given in Table 5. The absolute total energies
of the NH3, NH4

+, CO, and HCO+ species, from which the
relative energies are derived, are tabulated in Supporting
Information (Tables S1-S4) for this paper. The less stable
HOC+ isomer, with a relative energy and isomerization
barrier of 166 and 321 kJ mol-1 above HCO+, respectively,98

was not considered in this study.
III.1. Reference Structures. For all species, AE-CCSD(T)/

aug-cc-pCVQZ equilibrium structures were used as reference

geometries in our final FPA computations. Accordingly, for
NH3 we employed [re(N-H), θe(H-N-H)] ) (1.0115 Å,
106.71°), which are in almost perfect agreement with both
a longstanding empirical structure99 (1.0116 Å, 106.7°), and
the optimum parameters (1.0109 Å, 106.81°) given by the
highest current levels of ab initio theory.100 Our AE-
CCSD(T)/aug-cc-pCVQZ bond distance in NH4

+ (Td point-
group symmetry) is 1.0208 Å. The corresponding bond
length in CO is 1.1293 Å, while for the linear HCO+ cation,
re(C-H) ) 1.0925 Å and re(C-O) ) 1.1066 Å. These AE-
CCSD(T)/aug-cc-pCVQZ equilibrium distances are also in
excellent agreement with the best experimental bond lengths,
namely, re(C-O) ) 1.1283 Å for carbon monoxide101 and
[re(C-H), re(C-O)] ) (1.0916, 1.1056) Å for HCO+.102

As expected,103 the close matching of experimental and
computed structures requires the correlation of all electrons,
as demonstrated also by previously reported104 frozen-core
CCSD(T)/cc-pVQZ results: re(C-O) ) 1.1314 Å for CO
and [re(C-H), re(C-O)] ) (1.0935, 1.1086) Å for HCO+.

FPA energies and corresponding proton affinities were also
determined at our AE-CCSD(T)/cc-pVQZ equilibrium struc-
tures, as reported in the Supporting Information (Tables
S5-S10). These alternative results show that when the
reference structures have an accuracy better than about 0.001
Å and 0.5°, the precise choice has a rather small influence,
less than 0.15 kJ mol-1, on the computed PA values.
Nevertheless, unlike most previous studies, the level of
precision sought here requires the choice of the reference
structures to be taken into account in computing proton
affinities and ascribing uncertainties to them.

III.2. Nonrelativistic Born-Oppenheimer Proton
Affinities of NH3 and CO. The present FPA analysis starts
at the RHF/aug-cc-pCVDZ level, which yields 898.68 and
597.14 kJ mol-1 for the vibrationless proton affinities of NH3

and CO, respectively. Enlarging the basis set to aug-cc-
pCV6Z increases the Hartree-Fock PAs of NH3 and CO
by 5.38 and 7.02 kJ mol-1, respectively. The differences
between the aug-cc-pCV6Z and CBS Hartree-Fock proton
affinities are minuscule, less than 0.005 kJ mol-1 for both
molecules.

As expected, the electron correlation energies and the
lowest-order FPA increments exhibit considerably slower
basis set convergence. The aug-cc-pCV6Z and extrapolated
(CBS) δ[CCSD] increments deviate by 0.05 and 0.31 kJ
mol-1 for the proton affinities of NH3 and CO, respectively.
The level of convergence of the CCSD increment in the CO
case largely determines the eventual uncertainty in the FPA
value of ∆paH0

o(CO). Consistent with the foundations of the

Table 4. Focal-Point Analysis of the All-Electron Nonrelativistic Born-Oppenheimer Proton Affinity (∆Ee, kJ mol-1) of CO at
0 Ka

∆Ee(RHF) δ[CCSD] δ[CCSD(T)] δ[CCSDT] δ[CCSDT(Q)] δ[CCSDTQ] ∆Ee(CCSDTQ)

aug-cc-pCVDZ 597.14 +17.12 +0.04 -0.03 +0.29 -0.23 614.34
aug-cc-pCVTZ 603.37 +14.28 -0.17 -0.19 +0.28 [-0.23] [617.33]
aug-cc-pCVQZ 604.07 +13.50 -0.23 -0.17 [+0.28] [-0.23] [617.22]
aug-cc-pCV5Z 604.14 +13.06 -0.27 [-0.17] [+0.28] [-0.23] [616.81]
aug-cc-pCV6Z 604.16 +12.83 -0.29 [-0.17] [+0.28] [-0.23] [616.58]
CBSb [604.16] [+12.52] [-0.32] [-0.17] [+0.28] [-0.23] [616.25]

a See footnotes a, b, and c of Table 3. b Application of the three-parameter formula (eq 3) with aug-cc-pCV(Q,5,6)Z energies for the
extrapolation to the RHF CBS limit yields the same value as given in the table.

Table 5. Auxiliary Corrections (DBOC, MVD1, and ZPVE)
and Final Proton Affinities, All in kJ mol-1, for the NH3/NH4

+

and CO/HCO+ Systems

DBOCa relativistic MVD1b ZPVEc final ∆paH0
o

NH3 7.038 -76.251 89.17 846.40
NH4

+ 7.225 -76.112 128.87
CO 10.637 -176.656 12.94 586.51
HCO+ 11.052 -176.533 42.14

a Frozen-core CCSD/aug-cc-pVDZ//AE-CCSD(T)/aug-cc-pCVQZ
level. b AE-CCSD(T)/aug-cc-pCVTZ//CCSD(T)/aug-cc-pCVQZ level.
c For NH3 and NH4

+ accurate anharmonic ZPVEs were computed
in this study by variational vibrational methods, as described in the
text. The ZPVEs for CO and HCO+ were taken from refs 97 and
98, respectively.
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FPA approach, all of the higher-order correlation increments
converge rapidly to their respective CBS limits; for example,
the changes in the δ[CCSD(T)] increments beyond aug-cc-
pCV6Z are only about 0.03 kJ mol-1.

The final CBS estimates of the coupled-cluster correlation
energy increments for ∆paH0

o(NH3) are -13.15, -4.19, and
-0.28 kJ mol-1 for the full treatments of single and double
(SD), triple (T), and quadruple (Q) excitations, in order. The
same increments for ∆paH0

o(CO) are +12.52, -0.48, and
+0.05 kJ mol-1, in order. For both NH3 and CO, the total
correlation contribution to the proton affinity is about 2.0%.
Interestingly, the effect of higher-order electron correlation
past CCSD on the proton affinity of carbon monoxide is 1
order of magnitude smaller than in the NH3 case, contrary
to general expectations for an electron-dense, multiply
bonded system such as CO/HCO+. From the sequences of
CCSD, CCSDT, and CCSDTQ values, it appears that full
inclusion of pentuple excitations would decrease both
∆paH0

o(NH3) and ∆paH0
o(CO) on the order of 0.01 kJ mol-1.

The actual CCSDTQ(P)/aug-cc-pCVDZ increment of -0.005
kJ mol-1 computed for the proton affinity of NH3 supports
this expectation.

Our final values from Tables 3 and 4, with conservative
uncertainty estimates, for the all-electron nonrelativistic
proton affinities (without ZPVE) at 0 K are 886.43 ( 0.10
and 616.25 ( 0.20 kJ mol-1 for NH3 and CO, respectively.

III.3. Relativistic Effects. Relativistic effects on the proton
affinities were computed by applying first-order perturbation
theory to the mass-velocity and one-electron Darwin terms
(MVD1).59,60 Detailed previous studies, e.g., refs 60 and 105,
suggest that for systems such as those investigated here, the
accuracy of MVD1 relative energy corrections is excellent,
as compared to those from more complicated multicompo-
nent methods. Employing the AE-CCSD(T)/aug-cc-pCVTZ
level of theory, the relativistic energy shifts for the PAs of
NH3 and CO are -0.14 and -0.12 kJ mol-1, respectively.
Similar results, -0.15 and -0.11 kJ mol-1, are obtained from
the lower-level CCSD/aug-cc-pCVDZ method, suggesting
that these quantities do not contribute any significant amount
to the uncertainties of our final PAs.

III.4. DBOC Contributions. The effects of computing
electronic wave functions beyond the clamped nucleus
formalism can be estimated from diagonal Born-Oppenheimer
corrections (DBOCs).106 The DBOC contributions to the
proton affinities at the frozen-core CCSD/aug-cc-pVDZ level
of theory are -0.19 kJ mol-1 (NH3) and -0.42 kJ mol-1

(CO). For comparison, the corresponding HF/aug-cc-pVDZ
numbers are -0.14 kJ mol-1 (NH3) and -0.36 kJ mol-1

(CO). Although the DBOCs for the total energies of the
individual species are 1 order of magnitude smaller than their
relativistic counterparts (Table 5), the DBOC shifts in the
proton affinities are sizable, especially for carbon monoxide.
To achieve the level of accuracy sought in this study for
proton affinities, the standard Born-Oppenheimer approxi-
mation is clearly not sufficient.

III.5. Zero-Point Vibrational Energies. The ZPVEs of
all four species were obtained from variational nuclear
motion computations. The PESs of NH3 and NH4

+ were
represented by newly determined quartic internal coordinate

force fields obtained at the AE-CCSD(T)/cc-pCVQZ level
of theory. The force constants are tabulated in the Supporting
Information (Tables S11 and S12), in terms of SPF coordi-
nates for the bond stretches with reference distances corre-
sponding to the optimized equilibrium ones.

The converged variational, anharmonic ZPVEs of NH3 and
NH4

+ are 89.17 and 128.87 kJ mol-1, respectively. For
comparison, the harmonic ZPVEs are 90.69 kJ mol-1 (NH3)
and 131.02 kJ mol-1 (NH4

+). Our anharmonic ZPVE for
ammonia is consistent with earlier variational ZPVEs of
88.87 kJ mol-1,107 89.08 kJ mol-1,108 and 89.25 kJ mol-1.109

It is likely that our computation on the 5-atomic NH4
+

molecular ion is the first variational determination of the low-
lying vibrational levels of this cation. Therefore, the ZPVEs
and the first several vibrational band origins (VBOs) are
reported for NH3 and NH4

+ in the Supporting Information
(Table S13). Our computed anharmonic (harmonic) ZPVE
contribution to the PA of ammonia is -39.70 (-40.33) kJ
mol-1.

Because our vibrational computations employed a uniform,
converged variational method and potentials from the same
level of electronic structure theory, the uncertainty in our
ZPVE contribution to the proton affinity should be consider-
ably smaller than the uncertainties in the individual ZPVEs.
In support of this contention, the AE-CCSD(T)/cc-pCVQZ
harmonic ZPVEs for NH3 and NH4

+ are 1.52 and 2.15 kJ
mol-1 too large, respectively, compared to the corresponding
variational anharmonic values, but the harmonic NH3 -
NH4

+ ZPVE difference is in error by only -0.63 kJ mol-1.
In comparison to previous ZPVE contributions (∆ZPVE)
computed for PA(NH3),35–38 our value is within 0.05 kJ
mol-1 of the second-order vibrational perturbation theory
(VPT2) result of Martin and Lee,35 who included the leading
G0 term in their analysis and employed slightly less accurate
quartic force fields from the frozen-core CCSD(T)/cc-pVTZ
level of theory; however, previous ∆ZPVE estimates of –38.66
kJ mol-1 (ref 37) and –39.25 kJ mol-1 (determined by the
standard W1 protocol from scaled B3LYP harmonic fre-
quencies)38 are significantly different. Overall, we are
confident that the uncertainty in our ZPVE term for PA(NH3)
is no larger than 0.15 kJ mol-1.

The variationally computed ZPVE values for CO and
HCO+ were taken from the literature. We chose ZPVE(CO)
) 12.94 kJ mol-1 from an experimentally derived RKR
potential,97 which is confirmed by the 12.96 kJ mol-1 value
we obtained variationally from the SPF quartic force field
given by AE-CCSD(T)/cc-pCVQZ theory. In 1998, Mlad-
enović and Schmatz98 performed variational rovibrational
computations using a new analytic global PES of HCO+/
HOC+ determined at the frozen-core CCSD(T)/cc-pVQZ
level of theory; this work yielded ZPVE(HCO+) ) 42.14
kJ mol-1. Thus, the ZPVE contribution to the proton affinity
of CO is -29.20 kJ mol-1, with an uncertainty not larger
than 0.05 kJ mol-1. This value is considerably different from
that used by Komornicki and Dixon,40 -28.5 kJ mol-1,
based on experimental fundamental frequencies.

III.6. Final Proton Affinities at 0 K. The final proton
affinities of (NH3, CO) at 0 K are obtained by summing the
vibrationless all-electron nonrelativistic proton affinities
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(886.43, 616.25) kJ mol-1, the relativistic energy shifts
(-0.14, -0.12 kJ mol-1), the DBOC corrections (-0.19,
-0.42 kJ mol-1), and the ZPVE contributions (-39.70,
-29.20 kJ mol-1). Accordingly, we determine ∆paH0

o(NH3)
) 846.4 ( 0.3 and ∆paH0

o(CO) ) 586.5 ( 0.2 kJ mol-1.
The uncertainties ascribed to these values correspond to 2σ
and arise mostly from the reference geometry and ZPVE
effects for NH3 and the CBS extrapolation of the δ[CCSD]
correlation increment for CO. We estimate that all other
sources of error collectively contribute no more than 0.1 kJ
mol-1 to the uncertainties of our proton affinities. The best
previous theoretical ∆paH0

o(NH3) value (846.8 kJ mol-1),
computed by Martin and Lee,35 agrees well with our
improved result. For ∆paH0

o(CO), the G2 computation (587.1
kJ mol-1) of Smith and Radom34 is within 0.6 kJ mol-1 of
our converged ab initio result.

III.7. Final Proton Affinities at 298.15 K. Proton
affinities, as universally employed, are quantities defined at
a finite temperature, usually 298.15 K. Therefore, the ab initio
PA values determined in the previous subsection, referring
to 0 K, need to be converted to 298.15 K.

The proton affinity of a neutral molecule A is defined as
the enthalpy change for the isogyric reaction AH+ f A +
H+. The proton affinity at 0 K can be obtained by performing
quantum chemical computations for the electronic energies
and zero-point vibrational energies of the A and AH+ species.
To compute PAs at a nonzero temperature (∆paHT

o), the heat
capacities of the species have to be taken into account as

∆paHT
o )∆paH0

o +∫0

T
Cp(A)dT-∫0

T
Cp(AH+)dT+ 5

2
RT

(5)

The most important term in eq 5 is the last one, which is
the translational enthalpy of H+. The two integrals in eq 5
cancel if one assumes that A and AH+ are classical rigid
rotors of the same type (linear or nonlinear). Therefore, some
studies have considered only the 5/2RT term (6.20 kJ mol-1

at 298.15 K) as the thermal contribution to PAs.
Vibrational enthalpy effects can be treated by evaluating

partition functions via direct summation of variationally
computed vibrational energy levels (Table S13). In this way,
we obtained vibrational enthalpy contributions of +0.06 and
-0.35 kJ mol-1 to the 298.15 K proton affinities of NH3

and CO, respectively. These corrections are certainly not
negligible for our target accuracy, especially in the carbon
monoxide case. The large effect on PA(CO) is due to the
disparity between the relatively low bending frequency (830.7
cm-1) of HCO+ and the stretching fundamental of CO
(2143.3 cm-1).

To evaluate rotational enthalpy contributions, we employed
the usual rigid-rotor analytic formulas for rotational energy
levels of linear molecules and symmetric and spherical tops
in terms of equilibrium rotational constants. The rigid-rotor
rotational energies were appended to our variationally
computed vibrational levels in the direct summations for the
rotational-vibrational partition functions. We found that the
rotational contribution to the 298.15 K proton affinity of NH3

is -0.02 kJ mol-1, whereas the corresponding rotational
effect for CO is negligible (<10-3 kJ mol-1).

Adding the translational enthalpy of H+ (6.20 kJ mol-1)
to our vibrational and rotational corrections yields total
thermal contributions of +6.24 and +5.85 kJ mol-1 for the
298.15 K proton affinities of NH3 and CO, respectively.
Therefore, we arrive at the final values ∆paH298

o (NH3) ) 852.6
( 0.3 kJ mol-1 and ∆paH298

o (CO) ) 592.4 ( 0.2 kJ mol-1.

IV. Conclusions

The highest levels of electronic structure theory currently
feasible have been employed in focal-point analyses to
systematically converge on the 0 K proton affinities of NH3

and CO, two molecules fixing the high and low ends of the
absolute PA scale. Moreover, thermal contributions to these
proton affinities have been evaluated by direct summation
of partition functions over computed (ro)vibrational energy
levels. The current study is another methodological milestone
for ab initio quantum chemistry because we pinpoint proton
affinities to 0.2-0.3 kJ mol-1, roughly an order of magnitude
more precise than previous PA measurements and critical
evaluations. In the process, a number of valuable observations
are made regarding the performance of state-of-the-art
theoretical methods: (1) each step in the coupled cluster series
CCSDf CCSDTf CCSDTQf CCSDTQ(P) reduces the
electron correlation error in the PAs by at least 90%, and
CCSDTQ appears sufficient to converge within 0.01 kJ
mol-1 of the full configuration interaction (FCI) limit; (2)
somewhat surprisingly, the coupled cluster convergence to
the FCI proton affinity is slower for NH3/NH4

+ than for the
electron-dense, multiply bonded CO/HCO+ system; (3) the
perturbative CCSDT(Q) method reproduces the full CCSDTQ
effect quite well for PA(NH3) but not for PA(CO); (4)
conventional CCSD(T) computations with the aug-cc-pCV6Z
basis appear to be within 0.05 kJ mol-1 of the corresponding
CBS limit for PA(NH3), but the aug-cc-pCV6Z incomplete-
ness error is still 0.3 kJ mol-1 for PA(CO); (5) one of the
largest sources of uncertainty in the first-principles deter-
mination of highly accurate PAs of polyatomic molecules is
clearly the ZPVE correction; for example, use of the
harmonic approximation in evaluating the effect of ZPVE
on PA(NH3) engenders a 0.63 kJ mol-1 error; (6) the
Born-Oppenheimer approximation is not satisfactory in
predicting PA(CO) to our target accuracy, as DBOCs shift
this quantity by 0.42 kJ mol-1; (7) neglecting terms other
than the translation enthalpy of H+ in determining the 298.15
K proton affinity of CO causes a 0.35 kJ mol-1 error; and
(8) MVD1 relativistic effects shift both PA(NH3) and
PA(CO) downward by just over 0.1 kJ mol-1 and are the
smallest auxiliary corrections considered here.

The final 298.15 K results determined in this study are
∆paH298

o (NH3) ) 852.6 ( 0.3 kJ mol-1 and ∆paH298
o (CO) )

592.4 ( 0.2 kJ mol-1. These values supersede all previous
determinations due to the rigor and precision with which they
have been pinpointed. In particular, our proton affinities
improve on the values recommended in the 1998 critical
evaluation of Hunter and Lias:31 853.6 kJ mol-1 for NH3

based on the computations of Smith and Radom,34 and 594
( 3 kJ mol-1 for CO given by the experiments of Traeger.39

It is not likely that the uncertainties in our proton affinities

1226 J. Chem. Theory Comput., Vol. 4, No. 8, 2008 Czakó et al.



can be significantly lowered anytime soon, and thus these
PAs should anchor the proton affinity scale for the foresee-
able future.
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Huber, C.; Jonsson, D.; Jusélius, J.; Lauderdale, W. J.;
Metzroth, T.; Michauk, C.; O’Neill, D. P.; Price, D. R.; Ruud,
K.; Schiffmann, F.; Varner, M. E.; Vázquez, J. and the
integral packages MOLECULE (Almlöf, J.; Taylor, P. R.),
PROPS (Taylor, P. R.), and ABACUS (Helgaker, T.; Jensen,
H. J. Aa.; Jørgensen, P.; Olsen, J.).

(82) For the latest version, see: http://aces2.de (accessed on April
26, 2008).

(83) MRCC, a string-based quantum chemical program suite
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(96) Mátyus, E.; Czakó, G.; Sutcliffe, B. T.; Császár, A. G.
J. Chem. Phys. 2007, 127, 084102.

(97) Telle, H.; Tell, U. J. Mol. Spectrosc. 1981, 85, 248–252.
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Abstract: An algorithm is presented for graphics processing units (GPUs), which execute single-
precision arithmetic much faster than commodity microprocessors (CPUs), to calculate the
exchange-correlation term in ab initio density functional calculations. The algorithm was
implemented and applied to two molecules, taxol and valinomycin. The errors in the total energies
were about 10-5 a.u., which is accurate enough for practical usage. If the exchange-correlation
term is split into a simple analytic model potential and the correction to it, and only the latter is
calculated with the GPU, the energy error is decreased by an order of magnitude. The resulting
time to compute the exchange-correlation term is smaller than it is on the latest CPU by a factor
of 10, indicating that a GPU running the proposed algorithm accelerates the density functional
calculation considerably.

I. Introduction

Streaming processors such as graphics processing units
(GPUs) are attracting attention as high-performance comput-
ing devices. They are potentially several times faster than
commodity central processing units (CPUs) for calculating
single-precision floating-point numbers because they are
specialized for computation-intensive, highly data-parallel
computations. They are designed such that more transistors
are devoted to data processing than to data caching and flow
control. Most transistors in CPUs are devoted to cache
memory and control logic to reduce memory latency and
pipeline stalls. The high performance of GPUs makes them
an attractive way to accelerate scientific computation. GPU
computation has been successfully applied to various types
of applications, including gravitational dynamics,1 molecular
dynamics,2 quantum chemistry,3–5 and quantum Monte
Carlo.6

However, the streaming processors have several shortcom-
ings. They are optimized for applications in which numerical
accuracy is less important than performance. Most of them
do not support double-precision floating-point numbers
natively. Some of them support double-precision numbers
but do not exhibit high performance. The total amount of
working memory (registers and caches) on a chip is small.

To avoid the pipeline stalls many parallel threads must be
run concurrently. Consequently the usefulness of streaming
processors for certain applications is not clear a priori.
Moreover, to obtain high performance, they require a fine-
grade parallel algorithm that can run with few hardware
resources. Such an algorithm would differ from the usual,
coarse-grained parallel algorithm for conventional CPUs.

A potential area for applying GPUs is structural biology.
Advances in structural biology have stimulated the investiga-
tion of the electronic structure of biological molecules.
Investigations have traditionally used density functional
theory (DFT) for the ground-state and time-dependent DFT
for the excited states.7 It is now becoming possible to perform
all-electron ab initio calculations of macromolecules for
certain molecular structures. Along with this there is a
growing demand for much faster ab initio methods, as current
algorithms and computers are not sufficient for elucidating
the free energy surface or the relaxation of the excited state
of a macromolecule from the first principle. There is thus
an opportunity for high-throughput processors like GPUs to
play an active role.

A density functional calculation consists of many com-
plicated procedures, but only a few of them account for most
of the computational time. Table 1 shows, for example, the
computational time of the major steps for the molecules taxol
and valinomycin. The Gaussian03 program,8 the generalized* Corresponding author e-mail: yasudak@is.nagoya-u.ac.jp.
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gradient approximation of the PW91 functional,9 and the
3-21G and 6-31G basis sets10 were used. About 90-95%
of the total computational time was used to solve the self-
consistent field (SCF) equation. About 10% of it was used
to evaluate the Coulomb potential, 85% to evaluate the
exchange-correlation potential, and 5% to diagonalize the
Fock matrix. The density functional calculation can be
accelerated considerably if we execute these time-consuming
steps on a GPU.

An algorithm for GPUs that can be used to evaluate the
two-electron integrals and the Coulomb potential was previ-
ously reported.3 Quite recently Ufimtsev and Martinez5

proposed a similar algorithm for evaluating two-electron
integrals and presented promising results. This paper de-
scribes an algorithm for GPUs to evaluate the exchange-
correlation term, which is the most time-consuming step in
the density functional calculation. Since this step is es-
sentially numerical quadrature with a three-dimensional grid,
it is suitable for parallel processing. Some ideas to avoid
the limitations of GPUs, few hardware resources and low
numerical accuracy, are also described. The algorithm was
implemented and applied to two molecules, taxol and
valinomycin, and the total energy was accurate enough for
practical usage. The computational time was an order of
magnitude lower than that of latest commodity CPUs. GPUs
thus offer a considerable speedup of the density functional
calculations.

II. Algorithm

The major computational task in the density functional
calculation is to evaluate the exchange-correlation energy
Exc and the matrix elements of the exchange-correlation
potential Vxc in terms of the basis functions (AOs), �k(r), for
a given σ-electron density, Fσ(r).11

Exc )∫ ε(FR, F�, γRR, γR�, γ��)d3r (1)

Vxc )∫ [ ∂ε
∂FR

�k�l + ( 2 ∂ ε
∂γRR

∇ FR+
∂ε

∂γR�
∇ F�)

· ∇ (�k�l)]d3r

γσσ′ ) ∇ Fσ(r) · ∇ Fσ′(r) (2)

The analytic integration of eqs 1 and 2 is impossible because
ε is a complicated function of the electron density and
gradient. We can evaluate them accurately by using the three-
dimensional quadrature points (ri) and the weights (wi). For
example, the exchange-correlation energy is given by

Exc )∑
i

wiε(ri),

ε(ri)) ε(FR(ri), F�(ri), γRR(ri), γR�(ri), γ��(ri)) (3)

Any functions of position operator r̂, like the electron density
and ε, share the eigenfunctions of δ(r-r0). Hence, the spatial
grid is a natural choice and is suitable for evaluating ε and
its derivatives, ∂ε/∂Fσ and ∂ε/∂γσσ′. The quadrature consists
of four distinct steps. (i) First, the quadrature points and
weights are generated. (ii) Then the electron density and the
gradient on these points are calculated. (iii) These values
are converted into the function ε and its derivatives, and (iv)
finally the exchange-correlation energy and the matrix
elements of the exchange-correlation potential are evaluated.
Usually, most of the computational effort is spent on the
second and fourth steps, the evaluation of the electron
density, and the matrix elements of the potential. Their costs
are proportional to the number of grid points and to the
square of the number of AOs. To accelerate the quadrature,
we must at least execute these time-consuming steps on a
GPU with the architecture described below.

A. Architecture of GeForce 8800. The GPU used was
NVIDIA’s GeForce 8800 GTX.12 As shown in Figure 1, it
consists of 16 sets of SIMD multiprocessors with on-chip
shared memory. Each multiprocessor is composed of eight
processors. At any given clock cycle, each processor in each
multiprocessor executes the same instruction but for different
data. Each multiprocessor has four kinds of on-chip memory:
(i) 1024 local registers per processor, (ii) memory shared
by all the processors (the amount available to each multi-
processor is 16 KB divided into 16 banks), (iii) read-only
constant cache that is shared by all the processors to speed
up reads from the constant memory space (the amount
available is 64 KB with a cache of 8 KB per multiprocessor),
and (iv) read-only texture cache that is shared by all the
processors to speed up reads from the texture memory space

Table 1. Computational Time for Major Steps in Density
Functional Calculation Using PW91 Functional9 and
Default Parameters of Gaussian03 Programa

user time in seconds (percentage)

taxol (C47H51NO14) valinomycin (C54H90N6O18)

procedure 3-21G 6-31G 3-21G 6-31G

Coulomb 125 (6.9) 475 (13.5) 204 (6.1) 589 (11.3)
Fock Diag 82 (4.6) 116 (3.3) 201 (6.0) 225 (4.3)
Ex-Cor 1598 (88.4) 2922 (83.1) 2947 (87.8) 4383 (84.3)
Grid 190 (10.5) 287 (8.2) 451 (13.4) 540 (10.4)
� 91 (5.0) 174 (4.9) 154 (4.6) 234 (4.5)
F 458 (25.3) 868 (24.7) 775 (23.1) 1205 (23.2)
vxc 837 (46.3) 1561 (44.4) 1533 (45.7) 2363 (45.4)
total 1807 (100) 3516 (100) 3355 (100) 5200 (100)

a Grid: generation of points and weights; �: calculation of AOs
and gradient; F: calculation of density and gradient; vxc: calculation
of AO matrix elements of exchange-correlation potential.

Figure 1. GeForce 8800 GTX chip has 16 multiprocessors,
each containing a constant cache, a texture cache, a shared
memory, and 8 processors.
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(8 KB per multiprocessor). There is also an off-chip 768
MB memory device that is not cached. Its latency is about
400-600 clock cycles. The latency of the registers and the
shared and global memories is hidden if enough independent
threads are launched. It is recommended that more than 196
threads be run concurrently on each multiprocessor. The
threads can be synchronized on a multiprocessor but not on
different multiprocessors.

This GPU follows most of the IEEE-754 standard for
single-precision binary floating-point arithmetic. The IEEE
754 compliant, single-precision floating-point number a is
represented by13

a) ( 2em,

-125e ee 128,

1em < 2 (4)

where exponent e is an integer, and mantissa m is a 24-bit
binary decimal. The relative error in the single-precision
number is 2-23≈1.2 × 10-7, so the absolute error is about
2-23 × |a|. The results of the addition and the multiplication
are rounded off. The throughput of the instructions is four
cycles for floating-point addition and multiplication and for
fused addmul operation.

B. Quadrature Grid. The quadrature grid used is the
standard pruned one of 75 radial shells and 302 angular
points centered at each atom. The number of grid points is
about 7 × 103 per atom. The nearby points in the same cube,
called a “grid box”, are grouped. The cube is 4 a.u. in each
dimension. The weights of the quadrature are generated with
the fuzzy Voronoi cell method of Becke.14 Grid generation
requires little computational time compared to generation of
the weights (5-13% of time, Table 1). Note that the
Gaussian03 program recalculates them at every SCF iteration.
The computational effort is reduced by calculating them only
once on the host computer and then storing them in the
external storage.

C. Basis Functions on Points. We need the values of
the AOs, �k(ri), and their gradient, ∇ �k(ri), at grid points ri.
The contracted Cartesian Gaussian basis function centered
at A is given by15

� k(x, y, z)) (x-Ax)
ax(y-Ay)

ay(z-Az)
az∑ cAexp(-aRA

2),

RA
2 ) (x-Ax)

2 + (y-Ay)
2 + (z-Az)

2 (5)

where cA is the contraction coefficient, a is the primitive
Gaussian exponent, and ax, ay, and az are non-negative
integers. Their evaluation requires about 5% of the compu-
tational time (Table 1). The calculation of sufficiently small
terms is skipped in the Gaussian03 program as well as in
the present algorithm. The absolute minimum of eq 5 and
the gradient is calculated for each grid box, and only those
AOs with a minimum greater than threshold λAO are kept.
They are called “significant AOs”. Every batch of points has
a different set of significant AOs (30-700 in the examples
studied). Thus, except for small molecules, it is not realistic
to keep all the calculated �k(ri) and ∇ �k(ri) in the external
storage for later use. They have to be recalculated at every
SCF iteration. The wide range in the number of significant

AOs means that constructing an efficient algorithm requires
special care.

From the significant AOs the GPU calculates the density
and the density gradient at the grid points as well as the AO
matrix elements of the exchange-correlation potential. Be-
cause of the huge number of terms and the slow communica-
tion speed between the host memory and GPU, it is best to
calculate �k(ri) and ∇ �k(ri) on the GPU as well. However,
the internal memory (4096 words per multiprocessor) is not
large enough to store the calculated AOs, even for a small
batch of points, as there are potentially 700 × 4 words for
each grid point. It is in principle possible to store some of
them on a large, external graphic memory at the expense of
long latency. However it was found to be better to deal with
every 32 AOs in turn in order to keep as many as possible
in the shared memory. Trial and error indicated that the best
implementation is that 128 threads on a multiprocessor
calculate 4 primitive Gaussians of the 32 significant AOs
on 32 points in parallel.

Anderson et al. reported an optimized quantum Monte
Carlo (QMC) algorithm6 for a different GPU (NVIDIA 7800
GTX), in which the basis function evaluation on spatial
points is the one of the rate-limiting steps. The computational
effort of QMC differs from that of DFT considerably. About
73% is focused on basis function evaluation and 11% on
dense matrix multiplication. On the other hand in DFT only
5% is used for the basis function evaluation (Table 1). Most
of the effort is used to generate the electron density and the
exchange-correlation potential, which are essentially the
matrix multiplication processes. Another noticeable differ-
ence is that the proposed algorithm is a linear-scaling one,
because it screens the grid points and the basis functions. In
the QMC algorithm, localization procedures which lead to
sparser matrices are ignored. Since the matrices with the
proposed algorithm are much smaller than the QMC ones,
they must be kept on faster shared memory to avoid memory
latency. Moreover the lack of enough shared memory means
that some of the basis function values must be recalculated.
However, the low latency of the shared memory more than
compensates for this extra recalculation.

D. Electron Density and Gradient. The electron density,
Fσ(ri), and gradient, ∇ Fσ(ri), at the grid point are calculated
for a given first-order reduced density matrix (1-RDM) of
the σ-electron Pσ.

Fσ(ri))∑
k,l

Pkl
σ �k(ri)�l(ri) (6)

∇ Fσ(ri)) 2∑
k,l

Pkl
σ �k(ri) ∇ �l(ri) (7)

The summation runs over the significant AOs. As shown in
Table 1, this step consumes 20-25% of the computational
time, mostly for the calculation of the matrix-vector products,
Al(ri) ) ΣkPkl

σ�k(ri). The Fσ(ri) and ∇ Fσ(ri) are calculated on
a GPU as follows. First, the host computer sends the grid
points, significant AOs, and 1-RDM elements to the external
graphic memory. The GPU calculates the values of a set of
32 significant AOs, �k, on 32 points, ri, concurrently. It then
reads a 32 × 32 submatrix of Pkl from the external graphic
memory and multiplies it by �k(ri) to form product Al(ri).
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Next it calculates �l(ri) and ∇ �l(ri), which are multiplied by
Al(ri), to form the density and the gradient. Once all AOs
have been processed, the results are sent back to the host
computer. The communication time to send the 1-RDM
elements from the host computer to the GPU dominates the
total communication time, which is about 10% of the GPU
computation time in the example below.

E. Functional on Points. The electron density and
gradient at the grid points are then converted into the
exchange-correlation potential, ε, and its derivatives, ∂ε/∂Fσ

and ∂ε/∂γσσ′. They are converted into the total exchange-
correlation energy [eq 3] and the quantities f and g.

f (ri))
wi

2

∂ε(ri)

∂FR
(8)

g(ri))wi(2 ∂ ε(ri)

∂γRR
∇ FR+

∂ε(ri)

∂γR�
∇ F�) (9)

The host computer executes this step with double-precision
accuracy, because the computational cost scales linearly with
the number of points, so it requires little computational effort.

F. Matrix Elements of Exchange-Correlation
Potential. Finally, the GPU calculates

Akl )∑
i

Bki�l(ri) (10)

Bki ) f (ri)�k(ri)+ g(ri) · ∇ �k(ri) (11)

The sum runs over the batch of grid points, while the indices
k and l run over the significant AOs. The AO matrix elements
of the exchange-correlation potential, eq 2, are given by
Vxc ) Akl+Alk. This last step, which is essentially the
evaluation of the matrix-matrix product, eq 10, consumes
40-45% of the computational time (Table 1). For a given
batch of points, the GPU first evaluates a set of 64 AOs and
the gradient for 32 points concurrently. They are converted
into the matrix Bki and stored in the internal shared memory.
The matrix product between Bki and �l(ri) is calculated, and
Akl is updated. Because of the memory limitation, Akl is kept
in the external graphic memory. After all points are
processed, the calculated matrix elements are sent back to
the host computer. This communication time dominates the
total communication time; it takes about 25% of the GPU
computational time.

III. Accuracy Requirement

At first glance, the most serious issue with the present GPU
is the numerical accuracy: it supports only single-precision
floating-point numbers natively, and ab initio calculation
obviously requires double-precision arithmetic. For example,
the total electronic energy of a molecule should be calculated
within an accuracy of 10-4 a.u., which is 1/10th the thermal
energy of room temperature. Since the total electronic energy
is about 40 au per carbon atom, the roundoff error of the
total energy of a large molecule surpasses it. It is in principle
possible to carry out multiprecision addition and multiplica-
tion by software.16 However, since this is expensive, most
operations should be done with single-precision accuracy.

Since the roundoff error should be unbiased and nearly
random, the sum of the N single-precision numbers with an

absolute value is about s and contains the relative error of
2-23sN-1/2. It decreases as the number of terms increases.
Single-precision arithmetic can be used when this error
estimate is smaller than the tolerance.

The two strategies previously proposed3 for calculating
the Coulomb potential on a GPU are to use the GPU only in
the early SCF iterations and to calculate the small electron
repulsion integrals (ERIs) by GPU. The absolute errors of
these ERIs are small. The host computer calculates the rest
of the large ERIs with double-precision accuracy. These two
strategies were found to work well. The accuracy requirement
for the exchange-correlation term should be less severe than
for the Coulomb term because the former is generally an
order of magnitude smaller than the latter.

The exchange-correlation matrix elements should allow
lesser accuracy than the density and the gradient because of
the variational principle and the conservation of the number
of electrons. The small error in the matrix elements induces
a small change in the SCF density. However, since the SCF
density satisfies the energy variational principle, δE/δF(r)
) µ, the first-order energy change always vanishes.

A deviation in the density or the gradient induces energy
error of the first-order through eq 1. This error is reduced as
follows. Two model potentials, Vlocal(r) and Vgc(r), that
respectively mimic the local and gradient-dependent parts
of the exchange-correlation potential at the ground-state
density are used.

Vlocal(r) ≈ ∂ε
∂FR

(12)

Vgc(r)) ∇ ·V (13)

V(ri) ≈-( 2 ∂ ε
∂γRR

∇ FR+
∂ε

∂γR�
∇ F�) (14)

The total exchange-correlation energy is given as the sum
of the reference energy, E1, and the correction to it, E2.

Exc )E1 +E2 (15)

E1 )∫ {Vlocal(r)+Vgc(r)}F(r)d3r) Tr{(Vlocal +Vgc)P}

(16)

E2 )∑
i

wi{ε(ri)-Vlocal(ri)F(ri)+V(ri) · ∇ F(ri)}

(17)

The total 1-RDM and the density are denoted as P ) PR +
P� and F ) FR + F�, respectively. The equivalence of eqs 1
and 15 can be seen from Green’s theorem.

∫ (VgcF+V · ∇ F)d3r) 0 (18)

The model potentials, Vlocal(r) and Vgc(r), are chosen so that
the AO matrix elements can be calculated analytically. Thus,

Table 2. Exponent and Coefficient Values of Model
Exchange-Correlation Potential [Eq 23].

element C N O H

� 3.0 1.0 3.0 1.0 3.0 1.0 2.0
d -0.198 -2.035 -0.847 -1.783 -1.616 -1.402 -1.658
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we can evaluate E1 analytically with double-precision
accuracy, so correction E2 simply needs to be approximated
by numerical quadrature with single-precision accuracy.
Assuming that the model potential approximates well the
true exchange-correlation potential and that the numerical
quadrature is accurate, the first-order error of Exc with respect
to F(ri) and ∇ F(ri) vanishes because

δε(ri) ≈ Vlocal(ri)δF(ri)-V(ri) · δ(∇ F(ri)) (19)

Note that the calculation of Vlocal(ri) and Vgc(ri) requires little
computational effort. Vector field V represents the electronic
field of the imaginary charge distribution, Vgc(r).

We can also separate exchange-correlation potential Vxc

into reference term V1 and the correction to it, V2.

Vxc ) V1 +V2 (20)

V1 ) (k)Vlocal +Vgc|l| (21)

V2 )∑
i

wi[(∂ε(ri)

∂FR
- Vlocal(ri))�k(ri)�l(ri)

+ (2 ∂ ε(ri)

∂γRR
∇ FR(ri)+

∂ε(ri)

∂γR�
∇ F�(ri)+

V(ri)) · ∇ (�k(ri)�l(ri))] (22)

The reference term can be calculated analytically, so only
the correction to it needs to be calculated with the GPU.
The error in Vxc is lower because the former term is calculated
exactly.

Here, the model potential Vlocal is expanded with the
spherical Gaussian functions centered on each atom A, while
Vgc is ignored.

Vlocal )∑
A

∑
i

diexp(-�i(r-A)2) (23)

The exponent and coefficient of the model potential used in
this paper are summarized in Table 2. They were determined
as follows. The self-consistent ground-state density of a
molecule, CH3CH(CHO)NH2, was calculated using the
PW91 functional9 and 3-21G basis set.10 The AO matrix
elements of the local part of the exchange-correlation
potential were calculated from this density. The linear
coefficients of the model potential, di, were then determined
by minimizing the error

L)Tr{P(V- Vlocal)P(V- Vlocal)} (24)

where P is the ground-state 1-RDM. The same potential was
used for the same elements in a molecule. The potentials
for elements C, N, and O were expanded with the two
spherical Gaussians, while that of H was expanded with only
one Gaussian. The exponents �i were determined from the
dimensional argument and were not optimized.

IV. Results and Discussion

The algorithm described above was implemented using the
beta release of the CUDA toolkit12 to develop the GPU code,
which was then linked with a modified Gaussian03 program.8

In this section the accuracy of the total SCF energy and the
exchange-correlation potential calculated with the GPU are

first examined. The density functional calculations for taxol
(C47H51NO14) and valinomycin (C54H90N6O18) were per-
formed using the 3-21G and 6-31G basis sets10 and the
PW91 functional9 The electron density, the density gradient,
and the matrix elements of the exchange-correlation potential
were calculated with the GPU, while the rest were calculated
on the host computer with double-precision accuracy. The
host computer had a Pentium4 (2.8 GHz) CPU, 2 GB of
memory, and the GeForce 8800 GTX graphic card; it ran
Scientific Linux version 4.3.17 An INTEL Fortran compiler
(version 9) was used to compile the program.

Table 3 summarizes the errors in the total energy for
various AO cutoffs and model potentials. The algorithm for
GPU was also executed on the host computer with double-
precision accuracy to calculate the reference values. The fast
multipole method (FMM), the special Coulomb engine
(FofCou), and the tight SCF convergence criterion were used.
As shown in the table the errors were about 6 × 10-5 a.u.
on average when the model exchange-correlation potential
was not used. They were of the same order of magnitude as
the default SCF convergence criterion for single-point
calculation. The error remained almost constant as the AO
cutoff was increased up to λAO ) 10-6, indicating that this
threshold is high enough for the molecules studied. When
the model exchange-correlation potential was used, the
energy error decreased by an order of magnitude, to about 6

Table 3. Error in Total SCF Energya

energy error in a.u.

taxol (C47H51NO14) valinomycin (C54H90N6O18)

λAO 3-21G 6-31G 3-21G 6-31G

Without Model Potential
10-3 5.58[-5] 3.75[-5] 8.00[-5] 5.39[-5]
10-6 5.81[-5] 5.30[-5] 6.92[-5] 5.82[-5]
10-15 5.81[-5] 5.03[-5] 6.91[-5] 6.01[-5]

With Model Potential
10-3 -8.80[-7] -6.94[-6] -1.71[-6] -5.17[-6]
10-6 5.98[-6] 5.17[-6] 8.20[-6] 6.08[-6]
10-15 6.61[-6] 5.06[-6] 8.09[-6] 6.39[-6]

a λAO is the threshold for significant AOs. Reference values
were calculated with double-precision accuracy, and λAO ) 10-15.
Numbers in square brackets indicate powers of ten.

Table 4. Computational Time for Exchange-Correlation
Termsa

user time in seconds

taxol (C47H51NO14) valinomycin (C54H90N6O18)

λAO 3-21G 6-31G 3-21G 6-31G

GPU
10-3 36.4 45.5 66.1 75.0
10-6 46.1 61.4 83.9 100.4
10-15 73.7 110.1 140.8 193.8

Host
10-3 667.9 955.2 932.1 1371
10-6 1513 2385 2704 4106
10-15 4449 6822 10577 15739

Original Gaussian03
1598 2922 2947 4383

a GPU: electron density, gradients, and AO matrix elements of
vxc were calculated on GPU. Host: the same program was
executed on host computer with double-precision accuracy.
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× 10-6 a.u. on average. With the proposed algorithm, the
GPU calculated total energies accurate enough for practical
use. Note that the reference energy itself changed when the
model potential was used. This difference, which is about
10-5 a.u., is attributed to the grid discretization error.

Finally, the computational time to calculate the exchange-
correlation terms is compared. The results are summarized
in Table 4. “Host” denotes the execution time of the same

GPU algorithm on the host computer with double-precision
accuracy. The execution time of the original Gaussian03
program is also shown. As shown in the table the GPU
executed the same program about 40 times faster than the
host computer (Pentium4, 2.8 GHz). The benchmark result
for the same molecule18 indicates that a standard commodity
processor (INTEL Core2 Duo, 3.0 GHz) is about 4 times
faster than the host CPU used here. Thus, the GPU used
here is about five to ten times faster than the latest commodity
CPU. Note that the GPU results include the communication
and host code execution time. The host code, which
calculates the grid weights and exchange-correlation potential
on points, consumed about half the GPU time for λAO )
10-6. The execution time of the original Gaussian03 program
was close to the time for λAO ) 10-6 on the host computer.
This is in accordance with the observation that λAO ) 10-6

is the best cutoff for the proposed algorithm without
degradation of the energy. Note that the Gaussian03 program
uses a more complex two-step procedure to select the
significant AOs. In short, a GPU running the proposed
algorithm accelerates the density functional calculation
considerably.

However, the application of the GPU to quantum chem-
istry has a limitation. It is useful only for simple tasks. To
minimize the communication time between the host computer
and GPU, a series of tasks should be done on the GPU.
However, the GPU’s internal memory will soon run short
storing the intermediate data. The evaluation of two-electron
repulsion integrals between four contracted Gaussians is a
fundamental process of ab initio calculation. However, it is
difficult for the current GPU to execute efficient algorithms
of the McMurchie-Davidson or Obara-Saika15 type, because
of the shortage of fast memory. Thus, we need a new
algorithm to accelerate the hybrid density functional calcula-
tion. This is why Vogt et al. evaluated the electron repulsion
integrals on a host computer and used a GPU for the
postcalculation.4 Other ab initio methodologies require more
or less new algorithms. In particular, it would be hopeless
to automatically convert the current ab initio program of the
host computer to run on the GPU.

On the other hand, the issue of accuracy is much easier to
manage in practice. We often have to solve an equation
iteratively. A GPU would be suitable for such problems, since
lower accuracy is allowed in the early stages of the iteration.
An example is the diagonalization of the Fock matrix with
the linear scaling algorithm.19 This method minimizes the
energy in terms of the purified 1-RDM iteratively. The major
computational task is to calculate the gradient from the
products of the Fock matrix and 1-RDM. A GPU can be
used without problems in the early stages of this iteration.
A study on accelerating the Fock matrix diagonalization is
in progress, and the results will be published soon.
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Appendix

The pseudocodes of the GPU kernels for calculating the
density and the exchange-correlation potential are presented
here (see Chart 1) . Each kernel describes the task of a thread;
128 threads on each multiprocessor execute the same kernel
for different data, i.e., different grid points or basis functions.
The host computer is responsible for organizing the input
data, including the grid points, basis function parameters,
and RDM elements. The abbreviation “gmem” stands for
the external graphic memory on the GPU.
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Abstract: In order to further improve the accuracy and applicability of combined quantum
mechanical/molecular mechanical (QM/MM) methods, we have interfaced the ab initio QM
method with the classical Drude oscillator polarizable MM force field (ai-QM/MM-Drude). Different
coupling approaches have been employed and compared: 1. the conventional dual self-
consistent-field (SCF) procedure; 2. the direct SCF scheme, in which QM densities and MM
Drude positions are converged simultaneously; 3. the microiterative SCF scheme, in which the
Drude positions of the polarizable model are fully converged during each self-consistent field
(SCF) step of QM calculations; 4. the one-step-Drude-update scheme, in which the MM Drude
positions are updated only once instead of fully converged during each molecular dynamics
(MD) step. The last three coupling approaches are found to be efficient and can achieve the
desired convergence in a similar number of QM SCF steps comparing with the corresponding
QM method coupled to a nonpolarizable force field. The feasibility and applicability of the
implemented ai-QM/MM-Drude approach have been demonstrated by carrying out Born-
Oppenheimer molecular dynamics simulations with the umbrella sampling method to determine
potentials of mean force for both the methyl transfer reaction of the methyl chlorine-chlorine ion
system and the glycine intramolecular proton transfer reaction in aqueous solution. Our results
indicate that the ai-QM/MM-Drude approach is very promising, which provides a better description
of QM/MM interactions while achieving quite similar computational efficiency in comparison with
the corresponding conventional ab initio QM/MM method.

I. Introduction

The combined quantum mechanical/molecular mechanical
(QM/MM) approaches1,2 have been widely used in modeling
chemical reactions in complex systems, from the solid and
surface catalysis to solution and enzyme reactions.3–12 With
the increase of computer power and the development of more
efficient algorithms which make high level electronic struc-
ture calculations more affordable, there is a great deal of
interest in developing and applying QM/MM approaches
based on ab initio quantum mechanical methods to achieve
better accuracy and wider applicability. Over the past few
years, this field is expanding rapidly, and molecular dynamics
simulations with ab initio QM/MM methods have become

increasingly feasible.13–19 Meanwhile, it has been recognized
that in order for ab initio QM/MM approaches to become
an equal partner of experimental methods, significant de-
velopment efforts are still needed.

In most QM/MM methods and applications, the conven-
tional nonpolarizable molecular mechanical force fields have
been employed, and QM/MM electrostatic interactions are
calculated through a Coulombic term in an effective Hamil-
tonian with MM atoms as fixed point charges. In such a
formulation, the electronic-configuration of the QM sub-
system changes in response to the presence of MM electro-
static environment, while MM charges are always kept fixed.
Thus it only takes into account the polarization effect of the
MM charges on the QM subsystem but does not include the
polarization effect of the QM subsystem on MM atoms or* Corresponding author e-mail: yingkai.zhang@nyu.edu.
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the polarization interactions among MM atoms. It is clear
that the origin of this limitation comes from conventional
pairwise additive force fields which use fixed atomic charges
to model electrostatics. An intuitive and well-known step to
make progress is to couple QM methods with polarizable
MM force fields to achieve a consistent treatment of QM
and MM electrostatic polarization interactions.20–41

The available polarizable MM force fields can be mainly
divided into three categories:42,43 the induced point dipole
model,1,44–47 the fluctuating point charge model (also known
as electronegativity equalization model),48–51 and the classical
Drude oscillator model52–65 (also known as the shell model
or charge-on-spring model). In the first two approaches, either
atomic point dipoles or atomic charges are allowed to
fluctuate in response to the environmental electric field
changes. In the Drude oscillator model, an induced dipole
is represented as a pair of point charges connected with a
harmonic spring.

Among polarizable force fields, the induced dipole model
was the first employed to interface with QM methods, which
was presented when the QM/MM approach was introduced
by Warshel and Levitt.1 Later, the QM/induced-point-dipole
method was further developed and implemented by a number
of groups and had been employed to investigate the molec-
ular properties in ground state and excited states and study
the spectroscopy of organic molecules and biological
systems.20–32 Instead of using the induced point dipole model,
Bryce et al. and Field et al. used the fluctuating charge
models in their QM/MM-pol calculations.33,34 Zhang et al.
also made use of the fluctuating charge model to treat the
polarizability of MM boundary atoms, and they demonstrated
that including the mutual polarization of the QM and MM
subsystems can yield more accurate results when modeling
proton affinities.37 Compared to the other two categories of
polarizable models, the applications of the oscillator Drude
model to the QM/MM calculations are seldom seen. Until
very recently Geerke et al. combined semiempirical QM
method with their charge-on-spring polarizable model (also
known as the classical Drude oscillator model or shell model)
to perform potential of mean force (PMF) simulations for a
SN2 reaction in the solvent dimethyl ether.35 Besides the
polarizable force field approaches, the importance of the
mutual polarization between the QM and MM subsystems
is also realized in QM/MM studies treating the environment
with the reaction field approach.38–41

Most of the above QM/MM-pol calculations so far
employed a semiempirical Hamiltonian and a dual SCF
procedure: at each iteration cycle, the MM induced dipoles/
fluctuating charges were optimized in the presence of a frozen
QM wave function, followed by the regular QM self-
consistent field (SCF) calculation in the presence of external
charges/dipoles. Generally, depending on the convergence
criterion, two to five iterative cycles are usually needed to
achieve the self-consistencies of both QM wave function and
MM induced dipoles/fluctuating charges.20,23,35 Therefore,
the dual SCF scheme makes the QM/MM-pol calculation
significantly slower than the corresponding conventional QM/
MM calculation. This is especially problematic for the ab
initio QM/MM-pol approach, in which the QM SCF calcula-

tion is much more expensive than the one in semiempirical
QM methods. To circumvent the dual SCF scheme and
improve the computational efficiency, Dupuis et al. presented
a direct SCF approach,26 in which QM wave functions and
MM induced dipoles are converged simultaneously instead
of iteratively. With this direct SCF algorithm, they studied
the structure and energy of the formaldehyde and water
complex in the ground state and excited state with ai-QM/
MM-pol calculations.26

From the above account, it is very clear that to couple
QM methods with polarizable force fields is both desirable
and feasible. However, the QM/MM-pol approaches have
been rarely adopted in QM/MM studies of chemical reactions
so far, even with the recent renewed enthusiasm in the
development of polarizable force fields. Besides the avail-
ability of polarizable force field parameters, the lack of
popularity of the QM/MM-pol approaches may also be due
to the following two concerns: one is the computational cost
of such calculations, and the other is the effect of such
consistent treatment of polarization on the final results. It
can be easily envisioned that the QM/MM-pol approaches
would meet much less resistance if they can be demonstrated
to have a similar efficiency while better accuracy than the
corresponding conventional QM/MM methods. Thus in this
paper, we have interfaced ab initio QM methods with the
classical Drude oscillator polarizable MM force field (ai-
QM/MM-Drude) for Born-Oppenheium molecular dynamics
simulations of chemical reactions. In order to improve the
efficiency and stability of such simulations, we have explored
several schemes of optimizing/updating the Drude particles
during MD simulations. The resulted ai-QM/MM-Drude
methods have been tested on the water dimer and applied to
calculate the potentials of mean force for both the methyl
transfer reaction of the methyl chlorine-chlorine ion system
and the glycine intramolecular proton transfer reaction in
aqueous phase. The results and computational efficiency have
been compared with the corresponding conventional ai-QM/
MM methods. Our work indicates that the ai-QM/MM-Drude
approach is very promising, which provides a more realistic
description of QM/MM interactions while achieving quite
similar computational efficiency in comparison with the
corresponding conventional ai-QM/MM method. We also
found that the inclusion of polarization effects can have a
significant effect on the calculated free energy profile for
the glycine intramolecular proton transfer reaction in aqueous
solution.

The outline of the paper is as follows: In section II we
give a brief introduction to the Drude oscillator model and
the conventional QM/MM approach, followed by the de-
scription about the coupling between the QM Hamiltonian
and the Drude oscillator model, and the one-step-Drude-
update scheme for QM/MM-Drude MD simulations. In
section III we present the computational details. Results and
discussion are given in section IV.

II. Methodology

A. Classical Drude Oscillator Model. In the classical
Drude oscillator model, the induced dipole is represented
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by a pair of point charges separated by a variable distance.
One point charge qR is fixed to the charge center site while
the other point charge (called Drude particle) qR′ is bounded
to the charge center site via a harmonic spring of force
constant kR′. The net charge and dipole moment on this
charge center site are qR+qR′ and µR′ ) qR′ dR′, where dR′ )
|rR′-rR|. The total electrostatic energy of the system for a
Drude oscillator system is

Eele )Estatic-ele +EDrude-ele +Eself

)∑
R

∑
�>R

qRq�

rR�
+ (∑

R
∑
�′

qRq�′

rR�′
+∑

R′
∑

�′>R’

qR′q�′

rR′�′ )+
1
2∑R′

kR′dR′
2

(2.1)

where the prime denotes the Drude particle site. Comparing
the self-energy term in the above equation with the one from
the induced dipole model

Eself )
1
2∑R'

µR′
2

Ra'

it leads to the following expression for the isotropic atomic
polarizability

RR′ )
qR′

2

kR′
(2.2)

B. QM/MM Approach. The total energy of a QM/MM
system can be written as

Etot )Eqm +Eqm⁄mm +Emm (2.3)

For the Hartree-Fock theory or the Kohn-Sham density
functional theory, Eqm can be written as

Eqm )∑
µν

AO

DµνHµν
core + 1

2 ∑
µνλσ

AO

DµνDλσ(µν|λσ)+EXC[F]

(2.4)

where µ,V denote the atomic basis set, DµV is the density
matrix element, and EXC[F] is the exchange-correlation
functional of electron density whose form depends on the
theory used. Eqm/mm is the coupling term between the QM
and MM subsystem and can be decomposed into

Eqm⁄mm )Eqm⁄mm
ele +Eqm⁄mm

Vdw +Eqm⁄mm
MM-bonded (2.5)

where Eqm/mmMM-bonded refers to the bond, angle, and
dihedral energy terms at the QM/MM interface. In the actual
implementation, the QM/MM electrostatic coupling enters
into the QM SCF calculation by adding the following one-
electron core Hamiltonian into the Fock matrix FµV

HµV
core,qm⁄mm ) 〈µ|- ∑

i

electron

∑
R

MM qR

riR
|V〉 (2.6)

where qR is the MM atomic charge, and i is the index for
electron. Then

Eqm⁄mm
ele )∑

µ,V

AO

DµVHµV
core,qm⁄mm +∑

A

QM

∑
R

MM QAqR

rAR
(2.7)

where QA is the QM nuclei charge. Now combining eqs 2.4
and 2.7, the final electronic energy can be obtained after
determining DµV with the SCF approach according to the
variational principle.

C. QM/MM-Drude Oscillator Model. In the QM/MM-
Drude approach, the total energy of the system can be written
as

Etot )Eqm +Eqm⁄mm +Emm +EDrude-ele +Eself (2.8)

where EDrude-ele is the electrostatic energy term involving the
Drude particles
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+ ∑
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) ∑
R′

MM′

qR′(�R′
MM + 1

2
�R′

MM′ +�R′
Nuc +�R′

electron) (2.9)

and

Eself )
1
2∑

R′

MM′

kR′dR′
2 (2.10)

Here �R′
MM, �R′

MM′, �R′
Nuc, �R′electron are the electrostatic

potentials at the Drude site R’ generated by the classical point
charges (whose positions are immobile during the energy
evaluation), the charges of Drude particles, the QM nuclei
charge, and QM wave function, respectively. Again the prime
indicates the Drude particle site.

It is clear from eqs 2.4, 2.7, 2.9, and 2.10 that now the
total energy of the system should be minimized with respect
to both DµV and the Drude particle position rR′. Typically, a
dual SCF coupling procedure can be employed:

(1) With a frozen QM density, according to eqs 2.9 and
2.10 the Drude particle positions are updated to satisfy

∇ rR’(EDrude-ele +Eself))-∑
R′

MM′

qR′ (ER′
MM + 1

2
ER′

MM′ +ER′
Nuc +

ER′
electron)+ kR′dR′ ) 0 (2.11)

or rearranged as

dR′ )
1

kR′
∑
R′

MM′

qR′(ER′
MM + 1

2
ER′

MM′ +ER′
Nuc +ER′

electron)
(2.12)

Either a SCF approach based on eq 2.12 (since the electric
field ER′ depends on dR′) or a minimization method based
on eq 2.11 can be applied to obtain dR′ or equivalently rR′.

(2) With the updated Drude particle positions determined
from step (1), regular QM SCF calculations as implemented
in QM software packages are performed to obtain a con-
verged DµV. If the total energy is converged, exit; otherwise,
go back to step (1).

For clarity, the above dual SCF coupling procedure is
illustrated in Scheme 2, which has been employed in most
QM/MM-pol methods.
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D. Direct SCF and Microiterative SCF Coupling
Schemes. Although the dual SCF coupling is very straight-
forward to implement, it increases QM SCF steps and makes
QM/MM-pol calculations significantly slower than the cor-
responding conventional QM/MM calculations. The alterna-
tive is the direct SCF coupling scheme presented by Dupuis
et al.,26 in which step (1) and step (2) are combined so that
the QM wave function and the MM induced dipoles can be
converged simultaneously. In our current work, we extend
the direct SCF algorithm to treat the coupling between the
Drude oscillators and the QM wave function, and the details
are described as follows:

(A) At each QM SCF step, the current density matrix is
used to update the Drude particle positions only once
according to eq 2.12.

(B) The one-electron integral

〈µ|- ∑
i

electron

∑
R′

MM′ qR′

riR′
|V〉

is calculated and added to the core Hamiltonian;
(C) The updated Fock matrix is diagonalized to obtain a

new density matrix. If the density matrix and the total energy
are converged, exit; otherwise start another QM SCF step.

If we replace the step (A) with a fully optimization step
(A′):

(A′) At each QM SCF step, the current density matrix is
used to fully optimize the Drude particle positions according
to eq 2.12.

We obtain a microiterative SCF coupling scheme. From
the above description, we can see that step (1) in the dual
SCF algorithm corresponds to step (A′), a microiteration step
as part of the QM SCF step. In the direct SCF and
microiterative coupling schemes, due to the re-evaluations
of the one-electron integral

〈µ|- ∑
i

electron

∑
R′

MM′ qR′

riR′
|V〉

at each QM SCF step, the core Hamiltonian keeps changing
until convergence. For clarity, the direct SCF and microit-
erative SCF coupling schemes are illustrated in Scheme 3.

Compared to the conventional QM/MM approach, the
increase of computational time in the QM/MM-Drude
calculation using the direct SCF algorithm or the microit-
erative SCF coupling scheme may also come from the
following two aspects:

(1) Computing ER′ according to eq 2.12 for updating the
Drude particle positions at step (A) or (A′) and evaluating

〈µ|- ∑
i

electron

∑
R′

MM′ qR′

riR′
|V〉

at step (B).
(2) The possible increase of QM SCF steps in comparison

to the conventional QM/MM calculation.
For the second concern, as demonstrated later from our

tests, there is almost no increase of QM SCF steps in our
ai-QM/MM-Drude MD simulations. The cost due to (1)
needs some comments. Although the two-electron coulomb
integral and exchange-correlation integral calculations are
computationally much more expensive than the one-electron
integral and MM calculations, the cost of computing ER′ and
one-electron integrals repetitively involving the Drude
particles is still not ignorable, especially when the size of
MM-Drude system is large. If dR′ remains small enough
(which means the current Drude oscillator model is a good
approximation to the induced point dipole model), then ER′

can be well approximated by ER, the electric field at the fixed
charge center site. Unlike ER′ which is dependent on the
position of the mobile Drude particles, ER needs to be

Scheme 1. Parameters of the SWM4-NDP Water
Model64,65

Scheme 2. Dual SCF Scheme for QM/MM-Drude
Calculations

Scheme 3. Direct and Microiterative SCF Schemes for
QM/MM-Drude Calculations
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computed only once at each QM SCF step. The work from
Thompson21 indicates that for dR′ < 0.1 Å, the error in energy
caused by such an approximation is small. This approxima-
tion was taken by Geerke et al. in their semiempirical QM/
MM-Drude MD simulations.35 However, it has been very
recently found that the resulted error can be quite significant
unless the charges of Drude particles are very large.66 Here
we did not take such an approximation and evaluated ER′

electron

whenever the Drude particles move. Therefore, the microi-
terative SCF coupling scheme is more computationally
demanding than the direct SCF scheme, because of the
repetitive ER′ calculations at each QM step in the former
approach.

E. One-Step-Drude-Update Scheme. In MD simulations
with polarizable force fields, instead of obtaining the
converged dR′ with either an optimizer or a SCF approach,
there are two more efficient ways for updating the Drude
particle positions at each MD step. One is called the extended
Lagrangian method,67 in which the Drude particles are
assigned with a fictitious mass and treated as dynamic
variables and their positions are propagated according to the
extended Lagrangian function. By coupling the motions of
the Drude particles with a low-temperature thermostat, the
system can remain close to the SCF regime.68 Another
method to avoid the SCF calculations in MD polarizable
force field simulations is called the always stable predictor-
corrector (ASPC) method.69,70 In this method, the induced
dipoles (or dR′ for Drude oscillator model) at time t+h is

µ(t+ h))ωM(µp(t+ h))+ (1-ω)µp(t+ h)
(2.13)

where h denotes the time step, ω is the relaxation parameter
to ensure the stability, which prevents the error in µ(t+h)
accumulating along the trajectory, and M represents the right-
hand side (RHS) equation for µ in the SCF procedure. From
eq 2.12 we can see that the RHS equation of dR′ in the Drude
oscillator model is just

M ≡ 1
kR’

∑
R’

MM’

qR’(ER’
MM + 1

2
ER’

MM’ +ER’
Nuc +ER’

electron)
(2.14)

In eq 2.13, µp(t+h) is the guess of the induced dipole based
on the historical information from previous MD steps. While
the simplest form is just a linear extrapolation, µp(t+h) )
2µ(t)-µ(t-h), Kolafa gave more elaborate forms to improve
the accuracy and time reversibility.69,70

Recently Niklasson et al. proposed a lossless time-
reversible ab initio QM MD scheme,71,72 which allows stable
Hatree-Fock MD simulations with only one single QM SCF
cycle per time step. In our current work, we extend their
method to update the positions of Drude particles in a similar
manner as they update the density matrix along the MD
simulations. Specifically

dR’
p (t+ h)) 2dR’(t)- dR’

p (t- h) (2.15)

dR′(t+ h))M(dR′
p (t+ h)) (2.16)

where M is defined in eq 2.14. In eq 2.15 a simple linear
extrapolation form is used, and the time reversibility is

reserved by using dR′
p (t-h) instead of dR′(t-h). As tested, the

resulted lossless time-reversible MD with one-step-Drude-
update scheme allows a stable MM Drude oscillator MD
simulation by updating the positions of Drude particles only
once at each time step. The details of integrating this lossless
time-reversible MD scheme into QM/MM-Drude MD simu-
lations are described in Scheme 4.

III. Computational Details

In the QM/MM-Drude oscillator approach, for the water
solvent, we employed a SWM4-NDP model, a Drude
oscillator model from Lamoureux et al.,64,65 which is
calibrated to reproduce important bulk properties of the water
at room temperature and pressure. The parameters of the
SWM4-NDP water model are shown in Scheme 1. In
conventional QM/MM calculations, we use the TIP3P water
model.73 The QM/MM and QM/MM-Drude schemes were
implemented by modifying Gaussian0374 and the TINKER
program.75 The correctness of the implementation has been
carefully checked by comparing the analytical and numerical
gradients and the energy conservation from short NVE MD
runs.

For the PMF calculation of glycine intramolecular proton
transfer reaction, the solutes were solvated with a 20 Å sphere
of waters. Only the waters within 15 Å of the sphere center
were allowed to move during the MD simulations. For the
methyl-transfer reaction, the solute was solvated with a 18
Å sphere of waters, and only 13 Å of the sphere center were
allowed to move during MD simulations. The bonds in water
molecules were constrained using the RATTLE algorithm.76,77

A time step of 1 fs was employed for the MD simulations,
and the mass of deuterium was used for the hydrogen atoms
in the glycine molecule. No cutoff was used for the
nonbonded interactions. The velocity verlet integrator imple-
mented in the TINKER program was used, and the temper-
atures of the systems were controlled at 300 K with the
Berendsen velocity scaling method.78 The PMF calculations
were performed with the umbrella sampling and the Weighted
Histogram Analysis method.79,80

For the methyl transfer reaction of the methyl chlorine-
chlorine ion system, the reaction coordinate (rc) is chosen
as rc ) dc-cl1-dc-cl2, and 22 windows centering from reaction
coordinate of -3.8 to 0.0 Å were used. The symmetry was
used to obtain a full PMF curve. For each window, 10 ps
equilibration was performed, followed by a 20 ps data
collection. HF/6-31G(d) was employed for the QM calcula-
tions. The convergence criterion in the microiterative SCF
algorithm was set to rms gradient 0.001 kcal mol-1 Å-2 per
Drude.

For the glycine intramolecular proton transfer reaction, the
reaction coordinate is defined as rc ) dH10-N1-dH10-O5 (see
Figure 1), and 17 windows were employed. For each
window, 12 ps equilibration were performed, followed by
24 ps data collection. B3LYP/6-31G(d) was employed for
the QM calculations. The convergence criterion in the
microiterative SCF algorithm was set to rms gradient 0.01
kcal mol-1 Å-2 per Drude. The Lennard-Jones parameters
from the Amber94 force field81 were used for the QM
subsystems in both ai-QM/MM-Drude and ai-QM/MM
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calculations. It should be noted that ideally different QM
van der Waals parameters should be used to further improve
the description of QM/MM interactions. Some work was
already done in parametrizing the QM van der Waals
parameters for the QM/MM models,82–84 but the influence
of the QM van der Waals parameters on the ai-QM/MM-
Drude calculations has not been addressed. The work along
this direction is currently in progress and will be presented
in future publications.

IV. Results and Discussion

A. Comparison between the SWM4-NDP Water and
the QM Water. As illustrated in Scheme 1, the SWM4-
NDP water model64,65 uses the point charges for electrostatic
interactions and the 12-6 Lennard-Jones potentials for the
repulsive and dispersion interactions. The molecular polar-
izability is modeled by a Drude particle attached to the
oxygen atom. According to eq 2.2, the molecular polariz-
ability given by this model is 0.97825 Å3, much smaller than
the experimental value 1.44 Å3. The reduced molecular
polarizability was found to be essential in reproducing the
liquid properties,64 which may be due to the simplicity of
this model.

Before applying this water model in our ai-QM/MM-Drude
simulations, it will be informative to learn how accurate this
simple polarizable water model is in modeling the electro-
static interactions. To avoid the complexity caused by
choosing Lennard-Jones parameters, we studied the interac-
tions between a water and a point charge. As shown in the
insets of Figure 2, we moved either a +1e or -1e point
charge in four different directions and calculated the interac-
tion energies along the charge-oxygen distance for the
SWM4-NDP water, the TIP3P water, and the QM water in
the MP2/aug-cc-pvtz description. From Figure 2 we can see
that in general the SWM4-NDP water model yields a better
agreement with the QM description than the TIP3P water,
although the electrostatic interactions are underestimated in
the SWM4-NDP water, which is not a surprise considering
that the molecular polarizability given by SWM4-NDP is

significantly lower than the values from experiments or the
MP2/aug-cc-pvtz calculation.

Another test we performed is to calculate the water dimer
interaction energies. The QM calculations were done at the
B3LYP/6-31G(d,p) level. Two cases were considered for
the QM/MM-Drude and QM/MM calculations. One corre-
sponds to the QM water as the hydrogen bond donor, while
in the other case the QM water is the hydrogen bond
acceptor. For the QM/MM-Drude calculations, the Lennard-
Jones parameters of the QM water are taken from those of
the SWM4-NDP water model, while in the QM/MM
calculations, the Lennard-Jones parameters of the QM water
are taken from those of the TIP3P water model. As illustrated
in Figure 3, in contrary to those from the QM/MM calcula-
tions, the QM/MM-Drude calculations for the two cases
considered yield the consistent binding energies and binding
distances and have close agreement with those from pure
QM calculations, which suggest that the SWM4-NDP water
has a better performance in terms of “mimicking” the QM
water than the TIP3P water does. These results are encourag-
ing, which indicate that the ai-QM/MM-Drude method can
provide a better description of QM/MM interactions than
the corresponding conventional ai-QM/MM method.

B. Computational Efficiency of ai-QM/MM-Drude
MD Simulations. To evaluate the feasibility of ai-QM/MM-
Drude calculations, we performed short-time MD simulations
for several systems with both conventional ai-QM/MM and

Scheme 4. One-Step-Drude-Update Scheme for QM/
MM-Drude MD Simulations

Figure 1. Glycine intramolecular proton transfer reaction.

Figure 2. Electrostatic interaction energies between a water
and a point charge as a function of charge-oxygen distance.
The insets illustrate the approaching directions of the point
charge (+1 or -1): (a) along the oxygen electron lone pair
direction; (b) along the C2 axis of the symmetry; (c) along the
O-H bond direction; and (d) along the C2 axis of the symmetry
from the side of the hydrogen atoms.
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ai-QM/MM-Drude simulations. The computational efficiency
of the dual SCF, direct SCF, and microiterative SCF schemes
as well as the one-step-Drude-update scheme have been
tested. The results of these short MD simulations (0.1 ps ∼
1.0 ps) are summarized in Table 1. First we observe that in
comparison with conventional QM/MM calculations, except
the dual SCF scheme, coupling the QM subsystem with the
MM-Drude subsystem will not increase the QM SCF steps
for all the other three Drude optimization/updating schemes.
Second, among the different Drude optimization/updating
schemes, the one-step-Drude-update scheme is the most
efficient one. This is fully expected because comparing with
other schemes, there is no increase in the QM SCF steps
and no repetitive one-electron integrals calculation involved
in this scheme. Third, the increase in the size of the QM
subsystem leads to the decrease of the time ratio between
ai-QM/MM MD and ai-QM/MM-Drude MD, which becomes
more close to the unity. We can see that for a medium QM
subsystem of ∼300 basis functions, the increase of compu-
tational time due to employing the Drude oscillator polariz-
able force field becomes insignificant for the direct SCF,
microiterative SCF, and one-step-Drude-update schemes.

C. Potential of Mean Force Calculations of the
Chemical Reactions in Solution. The chemical reactions
often involve the charge transfer steps, which cause signifi-
cant changes of the electrostatic properties around the
reaction center. The polarizable waters should be able to
adapt to the change of electronic configurations of the
reaction center by adjusting its dipole moments, which in
turn has an impact on the charge distributions of the reaction
center. Therefore, the polarizable water model may have a
strong influence on the calculated energetics of chemical
reactions. In this work, we have investigated two chemical
reactions in solution, one is a SN2 reaction, the methyl
transfer of the methyl-chlorine-chlorine ion system, and the
other is the glycine intramolecular proton transfer reaction
(see Figure 1).

The potential of mean force curves for the SN2 reaction is
shown in Figure 4. We obtained a barrier of 26.2 kcal/mol
from the HF(6-31G(d))/TIP3P simulation and 27.5 kcal/
mol from the HF(6-31G(d))/SWM4-NDP simulation. There
have been extensive studies on the self-exchange of the Cl-

+ CH3Cl reaction by different groups,85–89 and the reported
free energy barriers are in the range of 26-27 kcal/mol. Our
results are in good agreement with those from the literature.
The inclusion of the explicit water polarizability increases
the barrier by ∼1.3 kcal/mol (or ∼5%).

The intramolecular proton transfer reaction of glycine is
illustrated in Figure 1. While the neutral form (NF) of the
glycine is energetically more stable than the zwitterion (ZW)
form in the gas phase by more than 20 kcal/mol (see Figure
5), the ZW is the predominant form in water, which indicates
that the water solvent plays a critical role in stabilizing the
ZW form. The glycine intramolecular proton transfer reaction
has also been widely studied through many different
theoretical methods, including the polarizable continuum
model (PCM),90 the water cluster plus the PCM modeling,91–93

the EVB description,94,95 the QM/MM treatment,96–98 and
the CPMD simulation.99 While the experimentally measured
free energy difference of the form (ZW) and the neutral form
(NF) of glycine in aqueous solution is about 7.27 kcal/mol,100

the reported theoretical values of the free energy difference
between the ZW conformer and the NF conformer were in
a wide range, from about 4.8 to 11.2 kcal/mol. In this work,
we used B3LYP/6-31G(d) for the QM calculations and the
TIP3P and SWM4-NDP water models. As shown in Figure
5, by comparing with the results from MP2/aug-cc-pvtz, we
find that B3LYP/6-31G(d) is fairly accurate in describing
this intramolecule proton reaction in the gas phase. Figure 6
demonstrates that the employment of the polarizable force
field has a strong effect on the resulted free energy reaction
profiles in the aqueous solution. We obtained a 7.4 kcal/
mol transition state barrier and a free energy difference of
4.4 kcal/mol between the ZW and the NF from the
B3LYP(6-31G)(d))/TIP3P simulation. The corresponding
B3LYP(6-31G(d))/SWM4-NDP simulation gives a barrier
of 8.9 kcal/mol and a free energy difference of 6.4 kcal/
mol. By collecting the data from the reactant region (ZW)
defined as -1.5 Å < rc < -0.8 Å and the product region
(NF) defined as 0.6 Å < rc <1.0 Å, we find the difference
of the averaged glycine-water interaction energy between the
ZW and NF is 73 kcal/mol from the QM/MM simulation
and 83 kcal/mol from the QM/MM-Drude simulation.
Apparently the polarizable water model gives a relatively
stronger glycine-water interaction for the ZW. As shown in
Figure 7, there is no significant difference of the radial
distribution functions between the TIP3P and SWM4-NDP
water model. However, as illustrated in Figure 8, we observe
that the averaged SWM4-NDP water dipoles within the first
solvation shell of the N1 atom of glycine in the ZW form
are significantly larger than the dipole of TIP3P water (2.35
Deybe). Our results here suggest that the polarizable water
model can strongly affect the resulted free energy reaction
profiles by influencing the QM/MM interactions without
changing the solvation structure.

Figure 3. Water dimer interaction energies as a function of
the O-O distance. QM-QM denotes QM treatment for the
whole water dimer; QM-SWM4 (TIP3P) denotes QM for the
acceptor and SWM4-NDP (TIP3P) for the donor; and SWM4
(TIP3P)-QM denotes QM for the donor and SWM4-NDP
(TIP3P) for the acceptor.
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All the calculations described above have employed the
microiterative SCF scheme so that the Drude positions are
fully converged at each MD step. Such simulations are more
expensive than the one-step-Drude-update scheme as pre-
sented in section II.E. Since the Drude positions are not fully
converged in the one-step-Drude-update scheme, one concern
is that the Drude particles may exert systematic drag forces
on the physical atoms along the MD simulations, which
affects the resulted PMF. As a test, we employed the one-
step-Drude-update scheme in our ai-QM/MM-Drude MD
simulations for the PMF calculations of the two chemical
reactions described above. To make sure the Drude particles
stay close to the SCF regime, we switched to the microit-
erative SCF scheme every 100 MD steps. From Figures 4
and 6, we can see that the curves obtained with different

schemes overlap very well with each other, which suggests
the promise of the one-step-Drude-update scheme in the QM/
MM-Drude MD simulations.

V. Conclusion

In this work, we have presented a detailed description of
the methodologies of coupling the ab inito QM methods with
the classical Drude oscillator model and applied the ai-QM/
MM-Drude approach to the PMF calculations of two

Table 1. Comparison of SCF Steps and Time Ratios between ai-QM/MM and ai-QM/MM-Drude with Different Schemes of
Optimizing/Updating the Positions of Drude Particles during MD Simulationsa

ai-QM/MM-Drude

ai-QM/MM microiterative SCF direct SCF one-step-Drude-update dual SCF

Cl- + CH3Cl (HF 59 basis sets) SCF steps 6.2 6.1 6.1 6.1 10.4
time ratio 1.0 2.4 2.0 1.6 3.4

glycine (B3LYP 85 basis sets) SCF steps 7.0 7.0 7.0 7.0 11.5
time ratio 1.0 1.7 1.5 1.25 2.0

adenosine (HF 311 basis sets) SCF steps 7.0 7.0 7.0 7.0 10.7
time ratio 1.0 1.13 1.09 1.05 1.44

a For calculating the time ratio, we have employed the computational cost of ai-QM/MM calculations as the reference.

Figure 4. Potential of mean force for the Cl- + CH3Cl
reaction in TIP3P and in SWM4-NDP obtained using the
microiterative SCF scheme and the one-step-Drude-update
scheme.

Figure 5. Energies of the glycine intramolecular proton
transfer reaction in gas phase.

Figure 6. Potential of mean force for the glycine intramo-
lecular proton transfer reaction in TIP3P and in SWM4-NDP
obtained using the microiterative SCF scheme and the one-
step-Drude-update scheme.

Figure 7. Radial distribution functions gN1-Ow (top), gO5-Ow

(middle), and gO4-Ow (bottom) of the glycine in the ZW form
(left panel) and the NF form (right panel) solvated in TIP3P
and SWM4-NDP waters.
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chemical reactions in solution. Besides the dual SCF, direct
SCF, and microiterative SCF schemes, we have presented a
one-step-Drude-update scheme, in which the Drude positions
of MM subsystem are updated only once instead of fully
converged during each molecular dynamics simulation step.
The resulted ai-QM/MM-Drude MD simulations are found
to be highly efficient and yield chemical reaction free energy
profiles in quantitative agreement with the corresponding
fully converged-Drude-update simulations. In comparison
with the corresponding ai-QM/MM calculations, the com-
putational cost overhead for the ai-QM/MM-Drude calcula-
tions with efficient implementation schemes is rather insig-
nificant when the QM subsystem consists of tens of atoms,
which is typical for most ai-QM/MM applications. The
feasibility and applicability of the implemented ai-QM/MM-
Drude approach have been demonstrated by performing the
potentials of mean force calculations for both the methyl
transfer reaction of the methyl chlorine-chlorine ion system
and the glycine intramolecular proton transfer reaction in
aqueous solution. Compared with the results from ai-QM/
MM, the relative effects on the free energy profiles by
switching from TIP3P to a polarizable water model for the
MM environment are found to be significant for the glycine
intramolecular transfer reaction. With the continuing devel-
opment of polarizable MM force fields and the further
improvement in describing QM/MM interactions, the ai-QM/
MM-Drude approach should become a more robust approach
than the conventional QM/MM approach in modeling chemi-
cal reactions in solutions and biological systems.
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Abstract: Truhlar’s new generation of hybrid meta-generalized gradient functionals has been
evaluated in modeling the binding enthalpies of substituted B-N coordinate covalent bonds.
The short-range exchange correlation (XC) energy of coordinate covalent bonding coupled with
the medium-range XC energy of noncovalent interactions results in a particularly difficult case
for density functional theory (DFT). In this study, M06, M06-2X, M05, M05-2X, MPWB1K,
and MPW1B95 with the 6-311++G(3df,2p) basis set have been used to evaluate four
methylated ammonia trimethylboranes, (CH3)3B-N(CH3)nH3-n (n ) 0 to 3), along with H3B-NH3.
The predicted binding enthalpies from the new functionals have been compared to experiment
as well as previous DFT (B3LYP, MPW1K) and ab initio (HF, MP2, QCISD, and QCISD(T))
results. Previously, only MP2, QCISD, and QCISD(T) were found to model the experimental
energetic trend accurately. The mean absolute deviation (MAD) from experimental binding
enthalpies for M06-2X and M05-2X is 0.3 and 1.6 kcal/mol, respectively. M06-2X yields a
lower MAD than more expensive ab initio methods (MP2 ) 1.9 kcal/mol and QCISD ) 2.3
kcal/mol) and a comparable MAD to QCISD(T) (MAD ) 0.4 kcal/mol). M06-2X is shown to
provide a balanced account of the short- and medium-range XC energies necessary to describe
the binding enthalpy of coordinate covalent bonds accurately in sterically congested molecular
systems.

Introduction

Kohn-Sham density functional theory (DFT)1 has become
a well-established tool in the computational chemistry
community. Despite broad applicability across many areas
of chemistry, DFT computations have resulted in a number
of limitations involving unreliable barrier heights, noncova-
lent interactions, and aspects of transition metal chemistry,
as recently reviewed by Zhao and Truhlar2 and Sousa et al.3

It is known that DFT accuracy issues originate from the
approximation of the exchange-correlation (XC) functional
within the Kohn-Sham formalism.1,3 Current DFT imple-
mentations, such as the local spin density approximation
(LSDA),1,4 generalized gradient approximation (GGA),5–10

meta-GGA (M-GGA),11,12 hybrid-GGA (H-GGA),5,9,11,13,14

and hybrid meta-GGA (HM-GGA),15–17 treat the XC func-

tional differently. LSDA assumes that the XC energy at any
point in space depends only on the spin density at that
specific spatial region. GGA improves upon LSDA by
considering the gradient of the density along with the spin
density. Further improvements of GGA include the spin-
dependent electronic kinetic energy (M-GGA) and a certain
percentage of Hartree-Fock exchange (H-GGA). Finally,
the HM-GGA incorporates both approximations from M-
GGA and H-GGA.

A known case reflecting a challenge for DFT computa-
tions18 is presented by the experimental binding enthalpies
of four methylated ammonia borane trimethylboranes,
(CH3)3B-N(CH3)nH3-n (n ) 0 to 3) and H3B-NH3.19 The
B-N coordinate covalent bond strength has been observed
by experiment to increase for each methyl group added to
the nitrogen atom (n ) 0 to 2) until the third methyl group
(n ) 3), in which the strength decreases to that of the one* Corresponding author e-mail:evanseck@duq.edu.
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methyl case.19 The experimental uncertainty was determined
to be less than or equal to 0.3 kcal/mol.19 Although an
experimental binding enthalpy for ammonia borane is not
known, estimates from experimental data20,21 and ab initio
methods18,22,23 report that the ammonia borane B-N coordinate
covalent bond is stronger than the methyl substituted ammonia
trimethylboranes considered here. The relative experimental
binding enthalpies across the five adducts is difficult to model
by computational methods accurately, due to the critical mix
of short- and medium-range XC energy necessary to describe
the coordinate covalent bond and the nonbond interactions with
increasing alkyl substitution.

Recently, we have reported the binding enthalpies for
(CH3)3B-N(CH3)nH3-n (n ) 0 to 3) and H3B-NH3 employing
HF, B3LYP, MPW1K, MP2, QCISD, and QCISD(T) with
the 6-311++G(3df,2p) basis set.18 Only MP2, QCISD, and
QCISD(T) were found to model the experimental trend in
binding enthalpies accurately. Others have also reported
deficiencies with commonly employed functionals when
modeling coordinate covalent bonds.22,23 For example,
B3LYP binding energies and structures resulted with in-
creasing error, as methyl groups were systematically added
to the donor and acceptor atoms of ammonia borane.22

Similarly, B3LYP computational results were unable to
predict the energetics of the B-N coordinate covalent bond
within borate systems.23 However, MP2 predicted trends in
binding enthalpies are consistent with experiment.22 In a
systematic analysis of ammonia borane and (CH3)3B-
N(CH3)nH3-n, quantitative accuracy (MAD ) 0.4 kcal/mol)
of binding enthalpies was determined with QCISD(T)/
6-311++G(3df,2p) single point energy evaluations on MP2/
6-311++G(3df,2p) optimized structures. (Reference 18
concentrated on only the four alkyl substituted adducts. The
MAD computed in that paper omitted ammonia borane, and
resulted in a QCISD(T) MAD of 0.5 and MP2 MAD of 2.2
kcal/mol. Statistical analysis of binding enthalpies including
ammonia borane is given in the present work.) The electronic
energy was corrected for BSSE, basis set limit, and ap-
propriate thermal factors.18 However, this strategy is resource
intensive and limited to small systems. MP2/6-
311++G(3df,2p) delivers semiquantitative results (MAD )
1.9 kcal/mol), maintaining the qualitative trend, when
corrected as given above. Although MP2 is not as resource
intensive as QCISD(T), MP2 remains an impractical and
inefficient choice for large chemical systems. It would be
beneficial to identify improved DFT functionals, so larger
chemical assemblies possessing coordinate covalent chemical
bonding may be investigated with structural and thermody-
namic accuracy.

Truhlar and co-workers have developed a new generation
of DFT methods that have shown significant accuracy
improvements when considering thermochemistry, kinetics,
noncovalent interactions, excited states, and treatment of
transition metals.2 Of the many functionals parameterized
and designed by Truhlar and co-workers, the present work
considers the HM-GGA functionals, M06-2X, M06,
M05-2X, M05, MPW1B95, and MPWB1K. Before the
existence of the Minnesota functionals (M06-2X, M06,
M05-2X, and M05), MPWB1K and MPW1B95 were

among the best for analyzing noncovalent interactions
dominated by medium-range XC energy.16,24 M05-2X and
M05 were initially recommended when a combination of
nonmetallic thermochemistry, kinetics, and noncovalent
interactions were investigated,15,25 while M05 was suggested
for exploring organometallic and inorganometallic thermo
chemistry.15,25 Subsequently, M06-2X and M06 have been
recommended for a wide range of chemical phenomena.17

A recent review by Truhlar assessed the accuracy of many
functionals against 496 data values within 32 databases
including thermochemistry, barrier heights, noncovalent
interactions, electronic spectroscopy, and structural data.2

Finally, M06-2X, M05-2X, and M06 were suggested for
systems where main-group thermochemistry, kinetics, and
noncovalent interactions are important.2 M06 was recom-
mended specifically for transition metal thermochemistry
involving both reactive organic and transition metal bonds.2

Proper description of short-range XC energy of coordinate
covalent bonding coupled with the medium-range XC energy
of noncovalent substituent interactions is important in many
fields of chemistry. Since the Lewis acid adducts explored
within the present work possess short- and medium-range
XC, the M06, M06-2X, M05, M05-2X, MPW1B95, and
MPWB1K functionals have been employed to explore the
thermochemistry and electronics within the B-N coordinate
covalent bond and alkyl substituted cases. The (CH3)3B-
N(CH3)nH3-n complexes and ammonia borane have been
chosen for analysis due to the reported difficulty in modeling
the energetic character of the corresponding B-N coordinate
covalent bonds, where only computationally intense ab initio
methods (MP2, QCISD, and QCISD(T)) have been able to
model the experimental trend of binding enthalpies ac-
curately.18 Besides interest in the fundamental treatment of
coordinate covalent bonds,20,26 the new generation of density
functionals may provide improved structural and energetic
description of coordinate covalent bonds that occur in larger
biochemical systems27,28 and new materials.29,30

Computational Details

All electronic structure calculations were carried out with
G0331 and NWChem 5.132 using the computational resources
at the Center for Computational Sciences at Duquesne
University. NWChem 5.1 was utilized for M06 and M06-2X
computations. Full electronic structure optimizations on H3B-
NH3 and (CH3)3B-N(CH3)nH3-n (n ) 0 to 3) were performed
with HM-GGA DFT, specifically MPW1B95,16 MPWB1K,16

M05-2X,15 M05,15,25 M06-2X,17 and M06.17 The design
and parameterization of these functionals have been discussed
in great detail within the corresponding references and
recently reviewed.2 The computational protocol within the
present analysis is the same as reported previously,18 except
for the implementation of NWChem and the consideration
of Radom and co-worker’s updated scaling factors. Specif-
ically, it is known that Gaussian03 and NWChem 5.1 utilize
5 d and 7 d (pure) and 6 d and 10 f (Cartesian) angular
momentum basis functions as the default, respectively. The
SPHERICALkeywordhasbeenimplementedwithinNWChem
to utilize 5 d and 7 f functions. In addition, Radom and co-
workers recently reported new scaling factors for B3LYP/

1250 J. Chem. Theory Comput., Vol. 4, No. 8, 2008 Plumley and Evanseck



6-31G(d) predicted enthalpy corrections.33 However, the
new enthalpy corrections corresponding to T ) 298 and 373
K are 1.0004 and 0.9953 (interpolated), yielding negligible
differences between predicted binding enthalpies using the
newer and older scaling factors. Consequently, the older
scaling factors have been used for consistency and compari-
son with previous HF, B3LYP, MPW1K, MP2, QCISD, and
QCISD(T) results.18

Results and Discussion

Binding Enthalpies of B-N Coordinate Covalent
Bonds. The strength of the coordinate covalent bond has
been assessed by predicting the binding enthalpy of each
adduct utilizing M06, M06-2X, M05-2X, M05, MPWB1K,
and MPW1B95. The results are compared to experimental
binding enthalpies reported by Brown and co-workers19 and
previous theoretical values.18 Previous analysis of HF,
B3LYP, MPW1K, MP2, QCISD, and QCISD(T) determined
that only ab initio methods were able to replicate the
experimental binding enthalpy trend, as shown by Table 1.18

M06-2X, M06, and M05-2X are the only DFT methods
found to replicate the B-N coordinate covalent bond
strengthening upon methyl substitution on the donor side (n
) 0 to 2) with subsequent weakening as the last methyl group
is added (n ) 3). All methods predict a stronger ammonia
borane B-N coordinate covalent bond as compared to the
trimethylboranes.

M06 yields the highest MAD (3.9 kcal/mol) out of the
functionals able to reproduce the experimental trend and

consistently underestimates the strength of the B-N coor-
dinate covalent bond. M05-2X yields a comparable MAD
to MP2 at a much lower computational cost. Formally, MP2
scales as N5, while DFT scales as N3 (N ) number of basis
functions).3 M05-2X and MP2 MADs are 1.6 and 1.9 kcal/
mol, respectively; however, MP2 tends to overestimate the
strength of the coordinate covalent bond, while M05-2X
underestimates it. M06-2X is comparable to QCISD(T),
yielding a MAD of 0.3 kcal/mol, 0.1 kcal/mol lower than
that of QCISD(T)’s MAD. Thus, M06-2X is a practical and
efficient functional suitable for modeling the energetic
character of the B-N coordinate covalent bond. In contrast
of resources, QCISD(T) scales as N7 compared to DFT
methods which grow as N3.3 Furthermore, M06-2X does
not require a convergence correction for the basis set limit,
a requirement for QCISD(T) to realign predicted results with
experiment, due to the slow convergence of predicted post
SCF results on larger molecular systems.18

Basis Set Superposition Error for DFT. As reported for
ammonia borane and methyl substituted ammonia boranes,
post SCF methods result in more BSSE than HF and DFT
methods, and convergence to the complete basis set limit is
much slower.18 When post SCF methods are corrected for
BSSE, the complete basis set limit was not reached with the
6-311++G(3df,2p) basis set. For practicality, residual
convergence corrections were added to yield the appropriate
binding enthalpies determined using the 6-311++G(3df,2p)
basis set. However, HF and DFT methods possessed less

Table 1. Predicted and Experimental Binding Enthalpies, ∆HT (kcal/mol)a

BH3-NH3 B(CH3)3-NH3 B(CH3)3-NH2CH3 B(CH3)3-NH(CH3)2 B(CH3)3-N(CH3)3 MAD

HF18 -16.5 -2.0 -3.5 -1.2 3.6 15.2
M05 -23.2 -6.8 -9.0 -7.3 -2.4 9.4
B3LYP18 -24.7 -6.8 -8.8 -7.0 -2.4 9.2
MPW1K18 -29.2 -11.9 -14.2 -12.9 -9.1 4.4
MPW1B95 -30.0 -12.5 -15.4 -14.9 -12.5 3.1
QCISD/MP218 -26.1 -12.6 -13.8 -16.8 -14.7 2.3
M06 -25.3 -10.3 -14.0 -14.5 -12.5 3.9
MPWB1K -30.3 -13.4 -16.4 -16.1 -13.9 2.3
MP218 -28.0 -15.6 -20.1 -21.4 -20.2 1.9
M05-2X -25.9 -12.2 -16.3 -17.3 -16.1 1.6
QCISD(T)/MP218 -27.5 -14.4 -18.6 -19.5 -17.8 0.4
M06-2X -27.8 -14.2 -18.4 -19.2 -17.8 0.3
experiment19 -27.5 ( 0.5b -13.8 ( 0.3 -17.6 ( 0.2 -19.3 ( 0.3 -17.6 ( 0.2

a BSSE corrections and convergence corrections of 1.5, 1.3, and 1.6 kcal/mol for MP2, QCISD, and QCISD(T), respectively, have been
applied according to ref 18. The temperatures are 298 for BH3-NH3 and 373 for (CH3)3B-N(CH3)nH3-n; n ) 0 to 3. The 6-311++G(3df,2p)
basis set has been employed with all chemical methods. Chemical methods in boldface indicate that the experimental trend was
reproduced. b Best estimate predicted by QCISD(T)/aug-cc-pV5Z//MP2/6-311++G(3df,2p), see ref 18.

Table 2. Basis Set Superposition Error (kcal/mol)a

BH3-NH3 B(CH3)3-NH3 B(CH3)3-NH2CH3 B(CH3)3-NH(CH3)2 B(CH3)3-N(CH3)3 average

HF18 0.2 0.3 0.3 0.3 0.4 0.3
M05 0.2 0.4 0.3 0.4 0.4 0.4
B3LYP18 0.2 0.3 0.3 0.4 0.4 0.3
MPW1K18 0.2 0.3 0.4 0.4 0.5 0.4
M06 0.3 0.4 0.5 0.6 0.7 0.5
MPW1B95 0.2 0.3 0.3 0.4 0.5 0.3
MPWB1K 0.2 0.3 0.3 0.3 0.4 0.3
M05-2X 0.2 0.3 0.4 0.5 0.6 0.4
M06-2X 0.2 0.3 0.5 0.5 0.7 0.4

a BSSE computed by subtracting the ∆H BSSE corrected value from the ∆H uncorrected value. The 6-311++G(3df,2p) basis set has
been utilized.
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than 0.5 kcal/mol of BSSE, and binding enthalpies were
considered converged.

The amount of BSSE for all functionals and HF is
displayed in Table 2. M06, M06-2X, M05, M05-2X,
MPWB1K, and MPW1B95 have comparable amounts of
BSSE when employed with the 6-311++G(3df,2p) basis
set to that of the other functionals and HF.

Since HF, B3LYP, and MPW1K yield a converged binding
enthalpy at this basis set, it is reasonable to assume that the
other functionals,M06,M06-2X,M05,M05-2X,MPWB1K,
and MPW1B95, behave similarly. A M06-2X/aug-cc-pVQZ
optimization of ammonia borane supports this assumption,
where the B-N coordinate covalent bond lengths and BSSE
corrected binding enthalpies differ by 0.0008 Å and 0.2 kcal/
mol, respectively, as compared to that computed by M06-
2X/6-311++G(3df,2p). Consequently, M06-2X is used with
the 6-311++G(3df,2p) basis set to deliver a value near
convergence with a minimum amount of BSSE without
jeopardizing efficiency and practicality.

M06-2X Origin of Success. M06-2X, M06, and
M05-2X are the only DFT methods found in this study that
reproduce the experimental trend in binding enthalpies.
Furthermore, only M06-2X and M05-2X yield comparable
MADs to QCISD(T) and MP2, respectively. The Minnesota
functionals were designed with a balance of kinetic energy
density between the exchange and correlation functionals.
In contrast, MPWB1K and MPW1B95 incorporate kinetic
energy density within the correlation functional only, while
B3LYP and MPW1K consider it in neither the exchange nor
the correlation functionals. However, this cannot be the only
reason for the relative quantitative success of M06-2X and
M05-2X, since M05 also incorporates kinetic energy density
in both the exchange and correlation functionals and is unable
to model the experimental trend. The two main differences
between the successful functionals (M06-2X and M05-2X)
and M05 involves nearly double the amount of Hartree-Fock
exchange (M06-2X and M05-2X) and a different formula-
tion of the functional form (M06-2X). The linear combina-
tion of the M05 class functional and VSXC12,34 (yielding
the M06 style) allows both M06 and M06-2X to model the
experimental binding enthalpy trend accurately; however,
doubling the Hartree-Fock exchange allows a more quan-
titatiVe assessment of the B-N coordinate covalent bond
by M06-2X compared to M06. The empirical nature of the
functional forms associated with M06-2X, M06, M05-2X,
and M05, possessing 33, 36, 23, and 23 optimized param-
eters, respectively, may contribute to the high accuracy as
well. However, M05 possesses the same number of optimized
parameters as M05-2X and is unable to account for the
experimental trend. In contrast, M05-2X is able to reproduce
the experimental trend by just doubling the amount of
Hartree-Fock exchange but with a higher MAD compared
to M06-2X. Consequently, the balance of kinetic energy
density in both the exchange and correlation functionals, the
higher amount of Hartree-Fock exchange, and the functional
forms of the exchange and correlation functionals within the
M06 class of functionals are critical in order to model a
balance of short- and medium-range XC interactions that

exist within the B-N coordinate covalent bond and steric
interactions, respectively.

Conclusions

The inherent difficulty of modeling the B-N coordinate
covalent bond strength within ammonia borane and four
methyl substituted trimethylboranes using Truhlar’s hybrid
meta-generalized gradient functionals (M06-2X, M06,
M05-2X, M05, MPWB1K, MPW1B95) has been inves-
tigated. Previously, only ab initio methods (MP2, QCISD,
and QCISD(T)) have been able to model the experimental
trend accurately, with MP2 and QCISD(T) yielding lower
MADs than QCISD. Of the new functionals explored,
M06-2X, M06, and M05-2X are able to reproduce the
experimental trend with MADs of 0.3, 3.9, and 1.6 kcal/
mol, respectively. M05-2X and M06-2X yield compa-
rable MADs to that of MP2 (MAD ) 1.9 kcal/mol) and
QCISD(T) (MAD ) 0.4 kcal/mol), respectively. M06-2X
is able to model the B-N coordinate covalent bond
efficiently and accurately without the residual convergence
correction and intense computational resources necessary
for MP2, QCISD, and QCISD(T). M06-2X incorporates
the proper balance of short-range XC energy necessary
to model the electronics within the B-N coordinate
covalent chemical bond as well as the medium-range XC
energy required by sterically congested environments near
the coordinate covalent bond. M06-2X computations
result in superior performance, due to the balance of
kinetic energy density in the exchange and correlation
functionals, the higher amount of Hartree-Fock exchange,
and the functional forms of the exchange and correlation
functionals. M06-2X/6-311++G(3df,2p) is able to
model the electronics of the B-N chemical bond and is
a more practical and efficient choice for investigating
chemical systems possessing B-N coordinate covalent
bonds, where quantitative trends in energetics are necessary.
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Abstract: While hybrid functionals are largely responsible for the utility of modern Kohn-Sham
density functional theory, they are not without their weaknesses. In the solid state, the slow
decay of their nonlocal Hartree-Fock-type exchange makes hybrids computationally demanding
and can introduce unphysical effects. Both problems can be remedied by a screened hybrid
which uses exact exchange only at short-range. Many molecular properties, in contrast, benefit
from the inclusion of long-range exact exchange. Recently, the authors reconciled these two
seemingly contradictory requirements by introducing the HISS functional [J. Chem. Phys. 2007,
127, 221103], which uses exact exchange only in the middle range. In this paper, we expand
upon our previous work, benchmarking the performance of the HISS functional for several simple
properties and applying it to the dissociation of homonuclear diatomic cations and to the
polarizability of linear H2 chains to determine the importance of middle-range exact exchange
for these systems, which are expected to be sensitive to the asymptotic exchange potential.

1. Introduction

Over the past several years, the Kohn-Sham (KS) construc-
tion in density functional theory1,2 (DFT) has become the
dominant technique for predictions of the electronic structure
of molecules and solids.3 This success is due to the method’s
combination of reasonable accuracy and low computational
cost. The accuracy of a given KS calculation is largely
controlled by the choice of the exchange-correlation func-
tional, Exc[n], which is known to be a functional of the
density but whose precise form is unknown except in certain
limiting cases.

The simplest class of exchange-correlation functionals are
termed semilocal because they approximate the exchange-
correlation energy density at a point r as a function of the
density at r and, possibly, its derivatives (which serve to
incorporate information also in the neighborhood of the point
r). Typical examples include the local density approximation
(LDA), generalized gradient approximations (GGAs) such
as the GGA of Perdew, Burke, and Ernzerhof (PBE),4 and

meta-GGAs such as the functional of Tao, Perdew, Staroverov,
and Scuseria (TPSS).5 Semilocal functionals are often derived
from first principles without resort to empirical parameters,
but unfortunately, they perform relatively poorly for many
properties of interest. Therefore, it is common to use hybrid
functionals, which mix a fraction of exact nonlocal
Hartree-Fock-type exchange with the semilocal exchange
provided by conventional functionals.6-10 Hybrid functionals
tend to be significantly more accurate than their parent
semilocal functionals, albeit at the cost of adding an extra
parameter (the fraction of Hartree-Fock-type exchange)
which is usually determined empirically.

But hybrids, also, suffer from several deficiencies. In
extended systems, nonlocal Hartree-Fock-type exchange is
expensive to compute since the lattice summations required
converge very slowly in semiconductors and metals due to
the slow spatial decay of the one-particle density matrix.11

On the other hand, in finite systems the exchange potential
of a semilocal functional decays too rapidly, leading to errors
in properties which sample density tails, and hybrids only
partially remedy this defect.

Both of these problems can be alleviated by the use of
range-separated hybrids,12-15 which split the Coulomb
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operator into short-range (SR) and long-range (LR) pieces,
typically as

and then mix in different fractions of nonlocal exchange for
the different regions. The screened hybrid functional of Heyd,
Scuseria, and Ernzerhof,16,18 (HSE) uses a fraction of exact
exchange in the short-range but none in the long-range; in
doing so, it improves the convergence of the lattice sums
required to evaluate the nonlocal exchange potential, thereby
improving computational efficiency for solids and large
molecules.19 The long-range-corrected LC-ωPBE20 hybrid
of Vydrov and Scuseria uses no exact exchange at short-
range,but treats the long-rangeexclusivelywithHartree-Fock-
type exchange, thus yielding the right answer in density tails
and improving accuracy for a host of properties.

Recently, we introduced the HISS functional21 which uses
exact exchange in the middle range (MR) only, with the
intent of providing a functional with the computational
advantages of HSE but with much of the accuracy of LC-
ωPBE. Preliminary results suggest that the functional referred
to as HISS-B in ref 21 and called simply HISS here provides
a sort of “best of both worlds” approach in that it yields
uniformly accurate results for total atomic energies, heats
of formation, reaction barrier heights, and band gaps of
solids. In contrast, while both HSE and LC-ωPBE perform
well for atomic energies and for heats of formation, HSE
performs poorly for reaction barriers and LC-ωPBE performs
quite badly for band gaps.

The present work aims to systematically investigate the
performance of the HISS functional for a wide variety of
properties, providing benchmark results so that we can further
assess what the functional does right and why it does so. In
section 2, we discuss the HISS functional, after which we
elaborate on its performance for several properties in section
3. We conclude with section 4.

2. HISS Functional

The HISS functional is a multi-range hybrid which partitions
the Coulomb operator into three pieces rather than the two
given in eq 1. This is accomplished by writing

where ωSR and ωLR are the two parameters defining the
ranges and here take numerical values of 0.84a0

-1 and
0.20a0

-1, respectively. Given this partition, the exchange-
correlation energy within HISS is written as

Exc
HISS )Ex

SR-PBE + 2
5

Ex
MR-PBE + 3

5
Ex

MR-HF +Ex
LR-PBE +Ec

PBE

(3)

where HF refers to Hartree-Fock-type exchange, PBE for
exchange refers to the exchange functional built from the
PBE model exchange hole,22 and PBE for correlation refers

to the original functional of Perdew, Burke, and Ernzerhof.
The various parameters (ωSR, ωLR, and the fraction of middle-
range exact exchange) were obtained by fitting to the (small)
AE6 set of atomization energies23 and the BH6 set of barrier
heights23 while insisting that performance for band gaps in
solids be reasonable. Note that, as with most hybrids, we
use a generalized Kohn-Sham scheme24 in which we
employ the nonlocal exchange potential.

3. Benchmarks

With the HISS functional defined, we are ready to begin its
assessment. Our intent in this work is to more exhaustively
examine the effects of middle-range exact exchange than was
done in ref 21.

Throughout, we will compare with other functionals in
the “PBE family”, including PBE itself, the PBEh global
hybrid with 25% exact exchange, as well as the screened
HSE06 hybrid and the long-range-corrected LC-ωPBE
hybrid. All calculations are performed self-consistently using
a development version of the GAUSSIAN program.25 Except
where mentioned otherwise, we use the 6-311++G(3df,3pd)
basis set.

3.1. Previous Results. For the sake of completeness, we
begin by expanding upon the results of ref 21, which studied
atomic total energies, thermochemistry, reaction barrier
heights, and band gaps in solids. We will discuss each of
these in turn.

3.1.1. Atomic Energies. One important requirement of any
successful functional is the ability to properly describe atomic
total energies. Atomic energies are particularly important in
describing heats of formation, atomization energies, cohesive
energies, and so on.26 To test our results for total atomic
energies, we consider the first eighteen atoms (H-Ar). In
Table 1, we show mean error (ME) and mean absolute error
(MAE) per electron for a variety of functionals; reference
data is taken from the work of Chakravorty et al.27 Errors
are defined as the result from the functional minus the
reference result; positive errors thus indicate that the
functional gives a result too low in absolute value. We clearly
see that HISS, while not parametrized to atomic energies,
nevertheless reproduces them very well, with accuracy
comparable to that of LC-ωPBE and significantly better than
that of PBE or PBEh. These results may partially explain
the success of HISS for heats of formation, which we address
next.

3.1.2. Heats of Formation. Performance for equilibrium
thermochemistry has long been one of the main requirements

Table 1. Mean Errors and Mean Absolute Errors per
Electron (mH) in Total Atomic Energies for the First
Eighteen Atoms from a Variety of Functionals Based on
the PBE GGAa

functional ME MAE max + max -

HISS 4.50 4.84 7.69 (Be) -3.11 (H)
HSE 6.06 6.21 8.07 (Ar) -1.33 (H)
LC-ωPBE 4.37 5.05 7.45 (Ar) -6.09 (H)
PBE 8.55 8.55 11.60 (Ar)
PBEh 6.98 7.10 9.15 (Ar) -1.15 (H)

a Also shown are maximum positive and negative deviations
and the atoms to which they correspond.
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for methods in quantum chemistry. To assess this perfor-
mance, we calculate heats of formation (∆fH298°) in two
standard benchmark test sets, namely the G2/97 set of 148
molecules,28 and the G3/99 set of 223 molecules;29 G3/99
is a superset of G2/97 which primarily adds larger organic
molecules.

In accordance with refs 28 and 30, we use equilibrium
geometries and zero-point energies tabulated at the B3LYP/
6-31G(2df,p) level of theory, with a frequency scale factor
of 0.9854. We calculate the total energies of the atoms and
molecules in the test set with our chosen functional and basis
set. Enthalpies of formation are then obtained by calculating
atomization energies, adding tabulated thermal corrections
and zero-point energies, and using the experimental enthal-
pies of formation of free atoms. Errors in ∆fH298° thus reflect
errors in atomization energies. While this procedure does
not produce a truly consistent atomization energy, since it
does not use the molecular geometry predicted by the HISS
functional, this is standard practice in benchmarking calcula-
tions (so as to separate errors in geometry from errors in
energetics). Here and in what follows, we define errors as
theory minus experiment.

Table 2 shows that HISS is as accurate as the best
functionals we consider (and in ref 20, it was shown that
LC-ωPBE delivers thermochemical performance competitive
with heavily parametrized functionals). In particular, HISS
clearly performs better than PBEh, and much better than
PBE. Both of the latter are markedly less accurate for the
G3 set than they are for the G2 set, which implies
size-dependent errors for these functionals which are reduced
significantly in HSE, LC-ωPBE, and HISS. We should point
out that while the other functionals all tend to underestimate
enthalpies of formation (i.e., the mean error is negative, albeit
only slightly so in the case of LC-ωPBE), HISS tends to
overestimate them instead. Calculations on the AE6 set of
atomization energies show that using the HISS geometry

instead of that specified by the benchmarking set decreases
the MAE by 0.15 kcal/mol.

3.1.3. Reaction Barrier Heights. Semilocal functionals
generally underestimate reaction barriers, and often dramati-
cally so. Transition states are not infrequently predicted to
be lower in energy than the reactants or products. This error
is connected to one-electron self-interaction error, which is
particularly large for systems with stretched bonds which
allow electrons to delocalize readily. Many semilocal func-
tionals, in fact, deliver reasonable reaction barriers when the
orbitals are taken from a self-interaction free method.31

A second, more consistent, route toward predicting reac-
tion barrier heights with DFT is to use hybrid functionals
with a large (40-60%) fraction of nonlocal exchange. But
while these functionals can accurately predict barrier heights,
they perform poorly for equilibrium thermochemistry. Rela-
tively few functionals do well for both, and most of those
are heavily parametrized. Long-range-corrected hybrids,
however, are also accurate for both reaction barriers and
equilibrium thermochemistry. Since HISS contains a sig-
nificant fraction of exact exchange over the length scales
relevant in transition states, one might expect HISS to be
another functional that gives accurate barrier height as well
as thermochemistry.

To assess performance for reaction barriers, we consider
the HTBH38/04 set of forward and reverse barrier heights
for 19 hydrogen transfer reactions,32 and the NHTBH38/04
set of forward and reverse barrier heights for 19 non-
hydrogen-transfer reactions.33 Geometries of all species as
well as the best estimates for the experimental barrier heights
are taken from ref 33.

As can be seen from Table 3, only HISS and LC-ωPBE
describe hydrogen transfer or heavy atoms transfer barriers
with satisfactory accuracy, while for these reactions PBEh
and HSE are inadequate and PBE is clearly unacceptable.
For nucleophilic substitution reactions, PBEh performs quite

Table 2. Mean Errors and Mean Absolute Errors (kcal/mol) in the G2 and G3 Sets of Heats of Formation from a Variety of
Functionals Based on the PBE GGAa

G2 G3

functional ME MAE max + max - ME MAE max + max -

HISS 3.12 4.39 26.1 (O3) -9.4 (C2F4) 2.46 4.34 26.1 (O3) -10.6 (C10H8)
HSE -0.73 3.88 22.1 (SiF4) -15.3 (C5H5N) -2.10 4.86 22.1 (SiF4) -28.0 (C10H8)
LC-ωPBE -0.36 3.73 16.3 (P2) -20.6 (C2F4) -0.93 4.25 16.3 (P2) -21.4 (C2F6)
PBE -16.07 16.87 10.8 (Si2H6) -50.5 (C2F4) -21.69 22.22 10.8 (Si2H6) -79.7 (C10H8)
PBEh -2.42 4.87 21.3 (SiF4) -19.8 (C5H5N) -4.72 6.66 21.3 (SiF4) -35.6 (C10H8)

a Also shown are maximum positive and negative deviations and the systems to which they correspond.

Table 3. Mean Errors and Mean Absolute Errors (kcal/mol) in the HTBH38 and NHTBH38 Sets of Reaction Barrier Heights
from a Variety of Functionals Based on the PBE GGA

non-hydrogen-transfer
reactions of the NHTBH38 set

HTBH38 hydrogen
transfer (38)

heavy-atom
transfer (12)

nucleophilic
substitution (16)

unimolecular and
association (10)

full
NHTBH38 (38)

functional ME MAE ME MAE ME MAE ME MAE ME MAE

HISS -1.3 1.7 -2.1 2.4 0.6 0.8 1.0 2.7 -0.2 1.8
HSE -4.6 4.6 -7.4 7.4 -2.3 2.4 -0.9 2.2 -3.5 3.9
LC-ωPBE -0.5 1.3 -0.6 1.9 2.8 2.8 1.4 2.3 1.4 2.4
PBE -9.7 9.7 -15.3 15.3 -6.8 6.8 -3.1 3.5 -8.5 8.6
PBEh -4.6 4.6 -7.0 7.0 -1.7 1.9 -0.8 2.3 -3.1 3.6
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well and HSE is almost as good as LC-ωPBE but HISS gives
excellent results. Note that LC-ωPBE uniformly overesti-
mates the barriers to nucleophilic substitution, while PBE
underestimates them; apparently, LC-ωPBE includes too
much exact exchange for this type of reaction, and HISS,
which generally uses less exact exchange than LC-ωPBE,
happens to give the right answer. All of the functionals
perform similarly for unimolecular and association reactions.
To examine the effects of geometry on the reaction barriers,
we optimize the geometries of the reactants, products, and
transition states in the BH6 set using HISS, which decreases
the MAE by 0.09 kcal/mol. Generally, LC-ωPBE outper-
forms HISS for reaction barriers, but HISS performs quite
adequately for all categories and, in particular, yields better
answers than does HSE [Note that there is an error in Table
1 of ref 21; the number given here for the mean absolute
error in the HSE calculations of barrier heights in the
NHTBH38 set is correct]; as we shall see in the following
section, the opposite conclusions can be draw for band gaps.

3.1.4. Band Gaps in Solids. Finally, we consider a small
set of band gap calculations to assess the performance of
the HISS functional in solids, examining Si, C, SiC, BN,
and BP. As seen from Table 4, both PBEh and LC-ωPBE
consistently overestimate band gaps, and in the case of LC-
ωPBE, disastrously so. While the magnitude of the overes-
timation is somewhat in question due to the limited data
available, the fact that these functionals do generally
overestimate the band gap is certainly true, especially given
that Hartree-Fock theory does the same.

While both PBEh and LC-ωPBE perform poorly for band
gaps, HISS is somewhat better behaved. It still overestimates
band gaps consistently, indicating that the amount of exact
exchange included is (on average) more than is required for
reproducing experimental band gaps. In this respect, the HSE
functional has close to the optimal amount of exact exchange.
The existence and, more interestingly, approximate univer-
sality of this optimal amount of exact exchange between two
limits (PBE and PBEh) has been rationalized recently by
examining excitation energies from time-dependent density
functional calculations with periodic boundary conditions.34

We have also calculated the band gap in MgO and NaCl,
which we have excluded from the statistics above. For wide
band gap insulators, the optical and fundamental gaps differ
significantly. We have reasons to believe that band gaps
obtained as band energy differences in band structure
calculations with screened functionals tend to approximate
optical instead of fundamental gaps.37 Thus, we have
excluded these systems from the statistics in Table 4, which
is then limited to semiconductors. For the two ionic solids
we have considered, HISS is in error by about 0.9 eV, again
comparable to HSE (which underestimates the gaps by about
1 eV). Note, however, that in contrast to HSE, the HISS
functional does not consistently underestimate the band gaps
in these two systems, but rather underestimates the gap in
NaCl and overestimates it in MgO. Interestingly, the PBEh
global hybrid performs better than either HISS or HSE for
these two systems, yielding band gaps in error by 0.6 eV.

3.2. Ionization Potentials, Electron Affinities, and
Proton Affinities. Thus far, we have considered performance
only for charge-neutral species. We can also consider
positively or negatively charged systems, however, which
play important roles in chemistry. Further, they can pose
interesting challenges for density functionals, since electron
attachment energies tend to sample the long-range part of
the density which is poorly described by semilocal functionals.

To assess the quality of the HISS functional for charged
species, we examine the G2 ion test set,38 excluding N2

+

and H2S+ which do not converge at the GGA level.38 The
set thus includes 86 ionization potentials (IPs) and 58 electron
affinities (EAs). We also consider the eight proton affinities
(PAs) in the G3/99 test set. Results are reported in Table 5
and are calculated as the difference between the self-
consistent energies of the neutral and charged species (i.e.,
these are “∆SCF” calculations).

In general, HISS performs quite well for IPs, yielding
results essentially equivalent to those from HSE, PBEh, or
LC-ωPBE, while having a very low mean signed error. For
EAs, however, HISS underperforms significantly. Indeed, the
performance for electron affinities is almost opposite what
one might expect, since PBE is quite accurate while

Table 4. Mean Errors and Mean Absolute Errors (eV) in
the Band Gaps for Si, C, SiC, BN, and BP from a Variety
of Functionals Based on the PBE GGAa

functional ME MAE max

HISS 0.38 0.38 0.63 (C)
HSE -0.09 0.09 -0.28 (BP)
LC-ωPBEb 3.81 3.81 4.11 (CSi)
PBE -1.10 1.10 -1.70 (BN)
PBEh 0.57 0.57 0.73 (Si)

a All basis sets and geometries are given in ref 35. For all
functionals, the geometries have been optimized at the HSE/
m-6311G** level of theory.36 Also shown are maximum absolute
deviation and the system to which it corresponds. b Excluding BN
and C, calculations on which we were unable to converge.

Table 5. Mean Errors and Mean Absolute Errors in IPs
and EAs (eV) and in PAs (kcal/mol) from a Variety of
Functionals Based on the PBE GGAa

functional ME MAE max + max -

IP (eV)
HISS 0.006 0.188 2.01 (CN) -0.49 (B2F4)
HSE -0.068 0.201 1.60 (CN) -0.68 (B2F4)
LC-ωPBE 0.073 0.192 1.97 (CN) -0.46 (B2F4)
PBE -0.105 0.235 1.11 (CN) -1.01 (BF3)
PBEh -0.064 0.199 1.61 (CN) -0.67 (B2F4)

EA (eV)
HISS -0.047 0.211 1.34 (C2) -0.42 (CH3)
HSE -0.025 0.165 1.09 (C2) -0.37 (HO2)
LC-ωPBE 0.019 0.177 1.41 (C2) -0.31 (CH3)
PBE 0.061 0.118 0.78 (C2) -0.29 (NO2)
PBEh -0.027 0.165 1.09 (C2) -0.39 (HO2)

PA (kcal/mol)
HISS 1.07 1.51 4.6 (C2H2) -1.5 (SiH4)
HSE 0.09 1.11 3.6 (C2H2) -1.5 (SiH4)
LC-ωPBE 0.86 1.42 4.7 (C2H2) -1.8 (SiH4)
PBE -0.82 1.60 2.4 (C2H2) -3.6 (PH3)
PBEh 0.18 1.14 3.9 (C2H2) -1.7 (SiH4)

a Also shown are maximum positive and negative deviations
and the systems to which they correspond.
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functionals with better long-range exchange potentials have
much higher error. For proton affinities, HISS improves only
slightly over PBE.

3.3. Bond Lengths and Vibrational Frequencies. Aside
from energetic quantities, we wish to predict structural
information and other properties as well. We test the
performance of HISS for molecular geometries by consider-
ing a test set of equilibrium bond lengths (re) compiled in
ref 39. Since Be2 is bound primarily by van der Waals forces,
we have excluded it, and the remaining 95 covalently bonded
molecules form the T-95R set of bond lengths defined by
Vydrov and Scuseria.20 Most molecules are diatomic, though
several polyatomic molecules with sufficiently high sym-
metry that the geometry is determined entirely by one bond
length are also included. We point out that although for each
molecule in this test set we need optimize only a single
geometrical parameter, we use analytic energy gradients to
do so, and we are not limited to predicting geometries of
simple systems.

As seen in Table 6, HISS is comparable in accuracy to
LC-ωPBE and slightly outperforms PBE, though without the
systematic bias toward stretched bonds that the latter
functional exhibits. Both PBEh and HSE are significantly
more accurate.

Once equilibrium molecular geometries are obtainedsthus
providing some assessment of the accuracy of the first
derivatives of the potential energy surface with respect to
nuclear displacementssit is natural to calculate vibrational
frequencies, thereby assessing the second derivatives as well.
To this end, we consider the T-82F test set of 82 diatomic
molecules,40 whose experimental harmonic vibrational fre-
quencies have been well studied; once again, we exclude
Be2, leaving us with 81 diatomics. Considering the excellent
performance of PBEh and HSE for molecular geometries,
we might expect them to be similarly accurate for vibrational
frequencies, while HISS and LC-ωPBE might be expected
to suffer somewhat from their inclusion of a large portion
of exact exchange (since Hartree-Fock is known to strongly
overestimate vibrational frequencies). As seen in Table 7,
this is indeed the case. While PBE tends to underestimate
vibrational frequencies, hybrid functionals do the opposite,
and as the amount of exact exchange included gets larger,
so too do errors in vibrational frequencies. This points toward
inadequacies in the PBE correlation functional as the likely
source of error, and we suggest that, with an improved
correlation functional, HISS and LC-ωPBE are quite likely
to deliver improved accuracy for these properties.

3.4. Electronic Excitation Energies. While the first
several benchmarks have focused on equilibrium properties
of molecules in their ground state, these can be predicted
accurately by many semilocal functionals or global hybrids
as well, and for these properties, the complexity of range-
separated hybrids are not essential. More interesting is
performance for properties sensitive to the exchange poten-
tial, and especially for those properties sensitive to the long-
range exchange potential for which many functionals perform
rather poorly.

We begin by considering electronic excitation spectra of
three small molecules: CO, N2, and H2CO. Excitation spectra
of these systems have been studied before, and in Table 8,
we investigate the same 19 valence and 20 Rydberg
excitations that have been assessed in ref 42. All functionals
give roughly similar performance for valence excitations,
with errors on the order of 0.4 eV. This changes drastically
for the Rydberg excitations, which are more sensitive to the
long-range exchange-correlation potential and its derivative.
Thus, it is interesting to note that although the exchange
potential from HISS inherits the exponential decay of PBE
rather than the 1/r decay of LC-ωPBE, HISS nevertheless
performs quite well for these Rydberg excitations. We
speculate that these Rydberg excitations, which represent
only the lower-lying members of the Rydberg series, are not
high enough in energy to sample the truly long-range part
of the potential. As we go further up in the Rydberg series,
however, note that deficiencies in the basis set generally
dominate other considerations.

3.5. Rydberg Excitation in the Hydrogen Atom. Let us
return to the issue of Rydberg states in greater detail. Rydberg
states are characterized by their progression toward an
ionization threshold, with the nth Rydberg excitation energy
given by

ωn ) IP- 1
2(n- δ)2

(4)

Table 6. Mean Errors and Mean Absolute Errors in
Equilibrium Bond Lengths (Å) from a Variety of Functionals
Based on the PBE GGAa

functional ME MAE max + max -

HISS -0.0100 0.0146 0.073 (Li2) -0.070 (F2
+)

HSE -0.0007 0.0090 0.057 (Li2) -0.050 (F2
+)

LC-ωPBE -0.0087 0.0139 0.044 (Li2) -0.055 (P4)
PBE 0.0156 0.0160 0.055 (Li2) -0.009 (F2

+)
PBEh -0.0013 0.0091 0.055 (Li2) -0.052 (F2

+)

a Also shown are maximum positive and negative deviations
and the systems to which they correspond.

Table 7. Mean Errors and Mean Absolute Errors (cm-1)
for Harmonic Vibrational Frequencies from a Variety of
Functionals Based on the PBE GGAa

functional ME MAE max + max -

HISS 72.3 74.6 328.2 (O2
+) -20.7 (AlF)

HSE 31.9 42.4 234.0 (O2
+) -39.1 (AlH)

LC-ωPBE 55.1 62.3 237.4 (F2
+) -87.1 (HF+)

PBE -33.1 41.5 75.9 (F2
+) -175.3 (HF+)

PBEh 34.7 43.8 236.3 (O2
+) -36.2 (AlH)

a .Also shown are maximum positive and negative deviations
and the systems to which they correspond.

Table 8. Mean Absolute Errors (eV) for 19 Valence and 20
Rydberg Excitation Energies for CO, N2, and H2CO
Molecules from a Variety of Functionals Based on the PBE
GGAa

functional valence Rydberg

HISS 0.45 0.18
HSE 0.40 0.79
LC-ωPBE 0.33 0.15
PBE 0.43 1.74
PBEh 0.39 0.85

a The augmented Sadlej pVTZ basis is used.39
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where δ is the quantum defect (and is zero in the hydrogen
atom). We can thus, in principle, extract ionization potentials
in at least three ways. First, we can directly evaluate the
difference between the self-consistent energies of the charged
and neutral species in a ∆SCF calculation. Second, we can
use the fact that, in the exact theory, the ionization potential
is given by the opposite of the highest occupied orbital
energy:1

IP)-εHOMO (5)

Third, we can evaluate the limit of the Rydberg excitation
spectra. All three methods should in principle give the same
result but in practice give different answers due to deficien-
cies in the functionals and basis. Additionally, the quality
of the Rydberg excitation spectra is generally rendered
suspect for semilocal functionals since most calculations
neglect both the current-dependence and the frequency-
dependence of the exchange-correlation kernel.

To examine the relation between the IP as calculated in
these approaches, we wish to consider the hydrogen atom,
in which there is no question that all excitations are Rydberg
in character. Further, the ∆SCF IP is simply the ground-
state energy, so there is no question of error cancelation in
evaluating it. Self-interaction error is a particularly large
problem for one-electron systems, and all errors are in some
way or another manifestations of it. We use an even-tempered
expansion of 48 Gaussian functions with exponents between
106 and 10-4, inclusive. Since all basis functions are
spherical we use a one-point angular grid, and we use a 999-
point radial grid. Results are given in Table 9. As discussed
above, we make the adiabatic approximation for the exchange-
correlation kernel and neglect any current dependence.

Let us begin with Hartree-Fock, which is of course exact
within the limitations imposed by our finite basis set. The
IP as calculated in a ∆-SCF fashion is identical to that given
by the occupied orbital energy, and within our basis, we
describe the first nine Rydberg states (n ) 2 through n )
10) or so almost exactly (error in the excitation energy for
n ) 10 is only 0.4 meV). The Rydberg excitation energies
approach the IP, and at n ) 8 are still about 0.2 eV away,
exactly as they should be.

Turning to LC-ωPBE, we find a slightly different story.
The IP as calculated by ∆SCF is 13.8 eV, with the error

due primarily to the PBE correlation energy. But the IP as
calculated by -ε is only 12.2 eV; the difference reflects self-
interaction error. Past the first few excitations, there is an
almost constant error of 1.4 eV in the excitation energies;
the LC-ωPBE Rydberg series is converging (as it should)
to -ε. In other words, while having the right asymptotic
potential is necessary, it is insufficient to guarantee that
Rydberg excitations are properly described, and in long-
range-corrected functionals, we also require that the orbital
energy is correct.

Considering next PBE, the story changes again. The IP
as calculated by ∆SCF is 13.6 V, indicating minimal self-
interaction error in the energy. On the other hand, the IP as
calculated by -ε is only 7.6 eV, indicating a very large self-
interaction error in the potential. The excitation energies
calculated by TDDFT do not even form an obvious Rydberg
series, and only one of them is below -ε. Several other
excitations lie closely spaced but just above -ε. The fact
that these states do not lie below -ε may be due to
inadequacies of our basis set.

The same qualitative story is true in HISS and HSE, which
far from the nucleus resemble PBE. The PBEh global hybrid
has several excitations below -ε, but it is not clear that they
form a Rydberg series per se.

3.6. Dissociation of Homonuclear Diatomic Cations.
The dissociation of homonuclear diatomic cations (X2

+) has
proven to be a challenge for density functional methods.
Asymptotically, these systems can dissociate symmetrically
to two fractionally charged species (2X+1/2) or asymmetri-
cally to one neutral and one charged component (X + X+).
In the exact theory, these limits must be degenerate.
However, this is rarely the prediction of single determinant
methods. Hartree-Fock theory predicts the symmetric dis-
sociation limit to lie above the asymmetric limitsit fre-
quently prefers to break symmetry and localize electrons.
Semilocal functionals predict the opposite, and the potential
energy curve goes through a maximum before turning over
into a 1/(4R) decay far away as the two species interact
Coulombically. Global hybrids like PBEh behave similarly,
though the turnover is not as pronounced. The LC-ωPBE
functional is somewhat better behavedsthe potential energy
curve does not have a transition state as in PBE, PBEh, and

Table 9. TDDFT Excitation Energies in the Hydrogen Atom from a Variety of Functionals Based on the PBE GGA
Compared to the Exact Resulta

n exact HF LC-ωPBE HISS HSE PBEh PBE

2 10.2043 10.2043 9.1435 9.2510 8.5344 8.4411 7.5806
3 12.0940 12.0939 10.7855 9.4311 8.7252 8.9546 7.5976
4 12.7553 12.7553 11.3885 9.4394 8.7336 9.0478 7.6075
5 13.0615 13.0615 11.6742 9.4558 8.7500 9.0824 7.6263
6 13.2278 13.2278 11.8315 9.4847 8.7791 9.1001 7.6589
7 13.3280 13.3280 11.9273 9.5347 8.8295 9.1234 7.7144
8 13.3931 13.3931 11.9898 9.6206 8.9161 9.1753 7.8086
9 13.4377 13.4377 12.0330 9.7684 9.0657 9.2826 7.9691
10 13.4696 13.4700 12.0639 10.0236 9.3242 9.4917 8.2541
IPb 13.6057 13.6057 12.1972 9.4285 8.7226 9.1302 7.5944
IPc 13.6057 13.6057 13.7765 13.6953 13.6467 13.6417 13.6054

a Also included are Hartree-Fock and TDHF, errors in which are purely due to the basis set. The last two rows contain the ionization
potential as calculated in two different ways. All results are in electronvolts, using a conversion factor of 1Eh ) 27.2114 eV. b Ionization
potential obtained as -εHOMO. c Ionization potential obtained via ∆SCF between the neutral and the cation.
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HSE, but it predicts the symmetric dissociation limit to be
lower in energy than the asymmetric limit.

We therefore examine the performance of the HISS
functional for the dissociation of H2

+, He2
+, and Ar2

+, with
the potential energy curves given in Figure 1. The qualitative
behavior of HISS is similar to that of PBEh and PBE, with
an artificial transition state in the potential energy curve.
However, HISS tends to push this point off to slightly larger
internuclear separation. In other words, eventually the lack
of long-range exact exchange causes HISS to break down
and gives the type of result we expect to see for a semilocal
functional, but this is delayed to longer bond lengths. Note
that these calculations used Dunning’s aug-cc-pVQZ basis
set.

3.7. Polarizabilities in H2 Chains. One well-known
failure of semilocal functionals is in describing the polariz-
ability of extended systems. Essentially, by artificially
favoring electron delocalization due to self-interaction error,
semilocal functionals tend to overestimate polarizabilities,
particularly for large systems. This failure is largely corrected
by long-range corrected exchange functionals.46,47 We
therefore wish to test the performance of HISS for this case,
to determine whether the long-range-correction is critical or
whether polarizabilities, like reaction barriers, are more
sensitive to the presence of middle range exact exchange.

Our test systems constitute one-dimensional chains of
hydrogen molecules aligned colinearly with interatomic and
intermolecular distances of 2 and 3 au, respectively. As
shown in ref 48, accurately predicting the polarizability of
the H2 linear chain is particularly difficult for semilocal
functionals. Figure 2 presents the longitudinal polarizability
per H2 fragment for oligomers of various lengths and the
periodic chain. All periodic estimates except that for MP2
have been obtained by using our analytic polarizability code
with periodic boundary conditions.47 For the periodic MP2
polarizabilities, we used finite electric field calculations50 of
MP2 unit cell energies.51 All calculations used the 6-311G**
basis set.

The polarizabilities obtained correlate with the amount of
exact exchange in a straightforward way, with HISS yielding
results intermediate between LC-ωPBE and PBEh, in agree-
ment with the qualitative results for homonuclear diatomic
cations. Apparently, the amount of exact exchange is more
important for this property than the range in which it is
included. This is in agreement with self-interaction-corrected
calculations of the same system,52 which show that as the
self-interaction error decreases, so does the error in the
polarizability.

4. Conclusions

Range-separated exchange functionals have much to offer
over conventional hybrids, allowing for simple functionals
which can do many things right. A screened hybrid which

Figure 1. Dissociation of several homonuclear diatomic
cations with HF theory and with several functionals based on
the PBE GGA. The experimental equilibrium bond length and
dissociation energy is marked by the symbol “+”. (top panel)
H2

+ (experiment, ref 41). (middle panel) He2
+ (experiment,

ref 42). (bottom panel) Ar2
+ (experiment, ref 43).

Figure 2. Longitudinal polarizability per H2 fragment (a0
3) with

HF, MP2, and several functionals based on the PBE GGA,
plotted against one over the number of H2 fragments. The
PBC limit is thus 1/N f 0.
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includes exact exchange only at short-range can provide
accuracy essentially equivalent to that of the parent hybrid
while increasing computational efficiency in solids and large
molecules. A long-range-corrected hybrid which includes
exact exchange only at long-range can simultaneously
describe both thermochemistry and kinetics, as well as a wide
variety of problems sensitive to the asymptotic form of the
exchange potential.

By compromising between these two approaches, the HISS
functional can accurately and efficiently predict atomization
energies, barrier heights, and band gaps in solids. For
properties sensitive to the longer-range exchange potential,
HISS yields results, as one might expect, intermediate
between those from the PBEh global hybrid and the LC-
ωPBE long-range-corrected hybrid. In the cases of the
dissociation curves of homonuclear diatomic cations and the
polarizabilities of H2 chains, for which both semilocal and
global hybrids fail, HISS is reasonably accurate and begins
to fail only as the system gets large or spreads far apart.
The same general observation holds for electronically excited
states: HISS describes low-lying Rydberg states very well,
presumably because these states are not too diffuse, and it
is only as the states get higher in energy and more spread
out that HISS will break down even if the basis set is
otherwise capable of describing these excitations.

Of course, middle-range exact exchange is not a panacea,
and for some properties, HISS performs no better than, or
sometimes worse than, a global hybrid. As a rough rule of
thumb, HISS underperforms in many of the same situations
as does LC-ωPBE. This need not be too surprising, as both
functionals use a large amount of exact exchange but use
the standard PBE correlation functional. With their large
fraction of exact exchange, neither HISS nor LC-ωPBE can
be expected to benefit from the full error cancelation in
semilocal functionals. By refining the correlation functional
used with range-separated hybrids, performance for prob-
lematic cases should be improved further. Local range-
separated exchange hybrids, which use make the fraction of
exact exchange at each range a function of space, are also a
route toward improved functionals.53-56
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Abstract: The mechanisms of the photochemical isomerization reactions were investigated
theoretically using two model systems, cyclopropene and 1,3,3-trimethylcyclopropene with the
CASSCF/6-311G(d) (six-electron/six-orbital active space) and MP2-CAS/6-311G(d,p)/CASSCF/
6-311G(d) methods. The structures of the conical intersections, which play a decisive role in
such photorearrangements, were obtained. The intermediates and transition structures of the
ground states were also calculated to assist in providing a qualitative explanation of the reaction
pathways. Our model investigations suggest that the preferred reaction route for both
cyclopropene and 1,3,3-trimethylcyclopropene is as follows: reactantf Franck-Condon region
f local minimum f transition state f conical intersection f local intermediate f transition
statef photoproduct. The theoretical findings suggest that the conical intersection mechanism
found in this work gives a good explanation and supports the experimental observations. We
also investigated the thermal (dark) reaction mechanisms for the hydrogen migration reactions.
Again, all the relative yields of final products predicted based on the present work are in good
agreement with the available experimental findings.

I. Introduction

Experimentalists and theoreticians alike have been long
fascinated by the inclusion of double bonds in small
carbocyclic rings.1 For instance, the chemical and physical
properties of the ground- and excited-state potential energy
surfaces which link the cyclopropene (C3H4) hydrocarbons
have been the subject of considerable experimental and
theoretical investigations over many years.2 Nevertheless,
the photochemistry of cyclopropenic compounds has drawn
surprisingly little attention.3 The first report of cyclopropene
photolysis appeared in the work of Chapman.4 He reported
that photolysis of cyclopropene itself (1) in an argon matrix
at 8 K (eq 1 in Scheme 1) yields allene (2) and propyne (3).
However, the relative yields of the two photoproducts have
never been reported. On the other hand, thermolysis of
cyclopropene at 190-240 °C yields 2 and 3 in yields of
1-2% and ca. 98%, respectively.5

Also, other intriguing photochemical results have been
found in an unsymmetrical, alkyl-substituted cyclopropene
(1,3,3-trimethylcyclopropene, 4). See eq 2 in Scheme 1. This

study represents the first investigation of the photochemistry
of monocyclic, alkyl-substituted cyclopropene derivatives in
solution. Photolysis of 4 in hydrocarbon solution with far-
uv light results in rearrangement to the five primary products
(5-9) shown in eq 2.3,6 Similar product yields have been
observed in the thermolysis of 4. Gas-phase thermolysis of* Corresponding author e-mail: midesu@mail.ncyu.edu.tw.
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4 has been reported to produce 8 and 9 in yields of 71 and
21%, respectively; no other products were reported.7 Leigh
and Fahie considered that most of the photolysis products
are formally derived from the vinylcarbene formed by
cleavage of the more highly substituted cyclopropene σ-bond
in the excited singlet state. Moreover, two-bond cleavage of
excited cyclopropenes to yield carbenes and alkynes is
unimportant in solution, even for cyclopropenes with high
excitation energies.6 However, to the best of our knowledge,
until now no theoretical investigations have been devoted
to the study of such photochemical isomerization reactions.

Since the photochemical rearrangements of cyclopropene
and its related compound mentioned above are both unusual
and useful, we were curious about exactly how they occur
and wanted detailed mechanistic knowledge in order to
exercise greater control over them. Although these experi-
mental results help in understanding the potential energy
surfaces of excited states in cyclopropene systems, they are
at present not capable of providing complete mechanistic
detail. In fact, a detailed understanding of the photochemical
reactions of cyclopropene as well as its derivatives is of
interest not only for the advancement of basic science but
also for further precise control of the total reaction process.

In principle, most photochemical reactions of organic
molecules start on an excited electronic potential surface but
cross over to a lower surface somewhere along the reaction
pathway.8,9 They finally reach the ground-state surface by a
sequence of radiationless transitions (i.e., conical intersec-
tions) and move on the ground-state surface toward the
product.8 This mechanism is not controlled by the avoided
surface crossing and the resulting energy gap between ground
and excited states but rather by the presence of minima and
transition states on the ground and excited states themselves.
Furthermore, the existence of a conical intersection region
provides access to a number of ground-state pathways that
can lead to different photoproducts.10 Indeed, interest in the
area of photochemistry over the past decade has remained
high as a result of a number of efforts focusing on excited-
state processes that are promoted by conical intersections.
This has already been both experimentally and theoretically
proved to be a general feature of the excited states relevant
to photochemical reactions.11

In order to understand the reaction mechanism of the
photoreactions of cyclopropenes,8–11 we have undertaken an
investigation of the potential energy excited-state surfaces
of C3H4 (1) and C6H10 (4) in their singlet states. It is the
aim of this paper to generate the essential parts of the
potential surfaces by quantum chemical calculations and to
describe the consequences for the reaction mechanisms from
such an explicit calculation of the reaction pathways. It will
be shown below that the conical intersection10,11 plays a
crucial role in the photochemistry of cyclopropenes systems.

II. Methology

All the geometries were fully optimized without imposing
any symmetry constraints, although in some instances the
resulting structures showed various elements of symmetry.
The ab initio molecular orbital calculations were performed
using the Gaussian 03 software package.12

In the investigation of the photochemical reaction path-
ways, the stationary point structures on the S0 and S1 surfaces
were optimized at the CASSCF (the complete-active-space
SCF) level of calculations using the standard 6-311G(d)
basis set.13 The active space for describing the photoisomer-
izations of 1 and 4 comprises six electrons in six orbitals,
i.e., two p-π orbitals plus two σ(C-C) and two σ*(C-C)
orbitals. This is referred to as CASSCF(6,6). In some
hydrogen shift molecules, their active space is chosen as two
p-π orbitals plus two σ (i.e., C-C and C-H) and two σ*
(i.e., C-C and C-H) orbitals. The state-averaged CASS-
CF(6,6) method was used to determine geometry on the
intersection space. The optimization of conical intersections
was achieved in the (f - 2)-dimensional intersection space
using the method of Bearpark et al.14 implemented in the
Gaussian 03 program.

Every stationary point was characterized by its harmonic
frequencies computed analytically at the CASSCF level. The
harmonic vibrational frequencies of all the stationary points
were computed analytically to characterize them as minima
(all frequencies are real) or transition states (only one
imaginary frequency). The optimization was determined
when the maximum force and its root-mean-square (rms)
were less than 0.00045 and 0.00005 hartree/bohr, respec-
tively. For each transition state, an IRC (CASSCF) calcula-
tion15 has been performed as well. Accordingly, the products
and reagents connected by the respective transition states
have been unambiguously localized. The IRC results are
given in the Supporting Information. Localization of the
minima, transition states, conical intersection minima, and
mapping of the intrinsic reaction coordinates has been
performed in mass-weighted Cartesian coordinates; therefore,
the results are independent of any specific choice of internal
variables.

To correct the energetics for dynamic electron correlation,
we have used the multireference Møller-Plesset algorithm16

as implemented in the program package GAUSSIAN 03.
Unless otherwise noted, the relative energies given in the
text are those determined at the MP2-CAS-(6,6)/6-311G(d,p)
level using the CAS(6,6)/6-311G(d) (hereafter designed
MP2-CAS and CASSCF, respectively) geometry.

III. General Consideration

Even though the cyclopropene and cyclopropene derivative
photoisomerization reported experimentally3,6,7 show wide
variance in their reaction types, it is possible to construct a
certain consistency in these reactions, which at least serves
as a basis for discussion. In this section, we describe possible
excited-state reaction paths that lead to the conical intersec-
tions. It has been shown that thermolysis of cyclopropenes
results in the formation of products consistent with initial
ring opening to yield vinylcarbene intermediates.3,17 Also,
it has been found that the same situation occurs during the
photolysis of cyclopropenes.6,17 Basically, thermochemical
cyclopropene ring opening produces the S0 state (σ2),
whereas photochemical ring opening is considered to involve
the S1 state (σp; planar vinyl diradical).3,17 See Scheme 2.
Moreover, according to previous theoretical calculations, it
was noted that the lowest excited triplet state of cyclopropene
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is unreactive toward ring opening and generally undergoes
dimerization.3,18 We thus do not consider the excited triplet
state any further.

Again, in the case of eq 2, Leigh and Fahie proposed a
mechanism involving the vinylcarbene intermediate to
explain the formation of a variety of photoproducts due to
the photolysis of 4.3,6 As demonstrated in Scheme 3, they
concluded that 70-90% of the observable products are
derived from the two possible vinylcarbene intermediates (10
and 11) formed from 4.3,6 Namely, they suggested that the
photoproducts 5-8 should result from the vinylcarbene 10
formed by cleavage of the more highly substituted cyclo-
propene single bond in 4, whereas only diene 9 derives from
the vinylcarbene 11 obtained by cleavage of the less
substituted cyclopropene single bond. Further supporting
evidence comes from the fact that, according to the bond
order analysis based on the CAS(6,6)/6-311G(d) level of
theory, it was found that the C-C bond order increases in
the order C1-C3 (1.042) < C2-C3 (1.082) < C1-C2 (1.175)
at the S1 excited state of 1,3,3-trimethylcyclopropene (4).
Since it is well-known that absorption of light leads to
cleavage of the weakest of the chemical bonds in the ring,c
one may predict that bond cleavage should decrease in the
order C1-C3 > C2-C3 > C1-C2. That is to say, the most
substituted (C1-C3) 1,3,3-trimethylcyclopropene (4) single
bond should be more easily broken than the less substituted
(C2-C3) 4 single bond. From the above discussion, it is clear
that vinylcarbene intermediates should play a central role in
the photochemical mechanisms of cyclopropene and its
derivatives. Nevertheless, attempts to chemically trap such
intermediates using methanol or alkene have all been
unsuccessful.6

We shall use the above ideas to help locate the “funnel”
from the excited-state surface to the ground-state surface that
corresponds to a conical intersection in the following section.

IV. Results and Discussion

(1) Cyclopropene (C3H4). Let us first consider the
photoisomerizations of cyclopropene (1). For an understand-
ing of its both ground- and excited-state mechanism, it is
best to start the discussion with the reaction profiles as
summarized in Figure 1, which also contains the relative
energies of all the critical points with respect to the energy
of the reactant 1. Some selected geometrical parameters
optimized for the stationary points and conical intersections
are collected in Figure 2. The energies relative to the reactant
molecule (1) are also listed in Table 1. Cartesian coordinates
and energetics calculated for the various points at the
CASSCF/6-311G(d) level are available as Supporting
Information.

Our theoretical investigations are based on the mechanism
indicated in Figure 1. In the first step the reactant (cyclo-
propene, 1) is promoted to its excited singlet state by a
vertical excitation as shown in the left-hand of Figure 1. After
the vertical excitation process, the molecule is situated on
the excited singlet surface but still possesses the S0 (ground-
state) geometry (FC-1).15 The vertical excitation energy (S0

f S1(S0 geom)) was calculated to be 169 and 200 kcal/mol
at the MP2-CAS and CASSCF levels of theory. As there
are no relevant experimental and theoretical data on the
cyclopropene system, the above result is a prediction.

From the point reached by the vertical excitation S1(S0

geom), the molecule relaxes to a local minimum Int-1 (S1(S1

geom)),19 which is predicted to be 60 kcal/mol lower in
energy than FC-1 (S1(S0 geom)). The optimized geometrical
parameters of Int-1 (S1(S1 geom)) are given in Figure 2.
Comparing the Int-1 geometry (Figure 2) with that of its
corresponding ground-state minimum 1 (Figure 2), it is
readily seen that the former has one significantly longer C-C
bond (1.827 Å) and two somewhat shorter C-C bonds (1.472
and 1.449 Å) than its closed shell singlet state. As a result,
the three-membered ring in the intermediate Int-1 is to some
extent broken. From this local minimum, Int-1, a transition
state search for the ring-opening based on the model of the
Int-1 conformation was investigated. As can be seen in
Figures 1 and 2, the cyclopropene ring opening process
proceeds via a transition state TS-1 (and TS-1′). Vibrational
frequency calculations show that TS-1 (and TS-1′) is a real
transition state with one imaginary frequency (1047i and 927i
cm-1) on the singlet potential energy surface. Our MP2-
CAS calculation predicts that this route possesses a small
barrier, of about 12 kcal/mol. Due to the large excess energy
of about 60 kcal/mol resulting from the relaxation from FC-1
(S1(S0 geom)) to Int-1 (S1(S1 geom)), the barrier can easily
be surmounted.

From the TS-1 point cyclopropene reaches an S1/S0 CI
where the photoexcited system decays nonradiatively to S0.
Specifically, the photochemically active relaxation path,
starting from the TS-1 excited-state of cyclopropene, leads
to either S1/S0 CI-c-1 (path 1) or CI-t-1 (path 2). As already
mentioned in the previous section, one may foresee that the
vinylcarbene-like species (CI-c-1 and CI-t-1) should play a
key role in the photorearrangement reactions of 1. That is,
along the C1C2 bending reaction path, two conical intersec-
tions, CI-c-1 and CI-t-1, are obtained at the ∠ C1C2C3 bond
angle of 123° and 125°, respectively. Their optimized
structures are given in the left- and right-hand side of Figure
2 along with several key structural parameters. Moreover,
the energy difference between these two conical intersections
is only 1.1 kcal/mol, the former being lower than the latter,
at the MP2-CAS level of theory. In Figure 2, we also give
the directions of the derivative coupling and gradient
difference vectors for both S1/S0 CI-c-1 and CI-t-1 conical
intersections. As a result, for instance, funneling through the
S1/S0 CI-c-1 conical intersection leads to two different
reaction pathways on the ground-state surface via either the
derivative coupling vector or the gradient difference vector.10

Any linear combination of these vectors causes the degen-
eracy to be lifted, and therefore these vectors give an

Scheme 2
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indication of possible reaction pathways available on the
ground-state surface after decay. According to the results
demonstrated in Figure 2, examination of these two vectors
in CI-c-1 provides important information about the photoi-
somerization process of 1: the major contribution to the
derivative coupling vector involves C-C bond stretching that
gives the planar Int-c-2 intermediate on the S0 surface.
However, the gradient difference vector gives an asymmetric
CCC bending motion that leads to a vibrationally hot 1-S0

species. Similarly, this phenomenon can also be found in
path 2. That is, as shown in Figure 2, the derivative coupling
vector of CI-t-1 results in the planar Int-t-2 intermediate,
while its gradient difference vector gives a vibrationally hot
1-S0 species.

From these local minima (Int-c-2 and Int-t-2), a hydrogen
migration must take place via transition states (TS-c-2 and
TS-t-2) to give the final products 2 and 3, respectively. Our
theoretical findings indicate that both hydrogen migration
pathways possess their own barrier heights, computed to be

17 kcal/mol for the formation of allene 2 (path 2) and 8.2
kcal/mol for the production of propyne 3 (path 1). Addition-
ally, both photoproducts 2 and 3 are thermodynamically
stable by 13 and 26 kcal/mol compared with reactant 1,
respectively. Thus, our computational results suggest that the
mechanisms for path 1 and path 2 should proceed as follows:

Path 1: 1(S0)+ hv fFC- 1f Int- 1fTS- 1f
CI- t- 1f Int- t- 2fTS- t- 2f 3 (1)

Path 2: 1(S0)+ hv fFC- 1f Int- 1fTS- 1fCI-
c- 1f Int- c- 2fTS- c- 2f 3 (2)

Furthermore, from the computational data discussed above,
one can readily see that the barrier to path 1 is larger than
that for path 2, by 8.5 kcal/mol in energy. This finding
suggests that path 2 should be more favorable than path 1
from a kinetic viewpoint. Based on the present theoretical
investigations as demonstrated in Figure 1 and Table 1, we
thus predict that the photoproduct (allene, 2) produced by
path 2 should be in a larger quantum yield than the
photoproduct (propyne, 3) produced by path 1 (see below).

On the other hand, we have also examined the dark
(thermal) reaction on the ground-state potential energy
surface. Although photoexcitation raises cyclopropene into
an excited electronic state, the products of the photochemical
process are controlled by the ground-state (thermal) potential
surface.7 Two reaction pathways (path 3 and path 4) were
thus explored in this work. The search for transition states
on the S0 surface near the structures of CI-c-1 and CI-t-1
gives TS-c-3 and TS-t-3 for the products allene 2 (path 4)
and propyne 3 (path 3), respectively. The optimized geo-
metrical parameters of these transition states are collected
in Figure 3. In addition, the MP2-CAS computational results
indicate that the energy of TS-c-3 relative to the ground-
state minimum (1) is 62 kcal/mol and lower than the S1/S0

CI-c-1 by only 4.0 kcal/mol. Nevertheless, the energy of
the TS-t-3 connecting 1 and 3 on the S0 surface lies 32 kcal/
mol above the energy of reactant 1. This strongly suggests
that in the dark reaction path 3 (formation of propyne 3) is
more favorable than path 4 (formation of allene 2). Thus,
our theoretical calculations demonstrate that both thermal
reactions, path 3 and path 4, can be represented as follows:

Path 3: 1fTS- t- 3f 3

Path 4: 1fTS- c- 3f 2

Based on the above discussion, we can then propose a
picture of the photochemistry of 1, which is already shown
schematically in Figure 1. Comparing the two reaction
pathways (path 1 and path 2), our ab initio CASSCF and
MP2-CAS calculations show that path 2 is preferred over
path 1. That is, an efficient photoisomerization occurs when
the photoexcited reactant FC-1 evolves along a small barrier
excited-state pathway, decays at a conical intersection point

Scheme 3

Figure 1. Energy profiles for the photoisomerization modes
of cyclopropene (1). The abbreviations FC and CI stand for
Frank-Condon and conical intersection, respectively. The
relative energies were obtained at the MP2-CAS-(6,6)/6-
311G(d,p)//CAS(6,6)/6-311G(d) and CAS(6,6)/6-311G(d) (in
parentheses) levels of theory. All energies (in kcal/mol) are
given with respect to the reactant (1). The CASSCF optimized
structures of the crucial points, see Figures 2 and 3. For more
information see the text.
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(S1/S0 CI-c-1 or CI-t-1),15 and finally relaxes to the ground-
state between reactant (1) and photoproduct allene (2) or
propyne (3), respectively. Also, our theoretical investigations
strongly predict that the quantum yield of allene 2 should
be greater than that of propyne 3 from a kinetic viewpoint.
As mentioned earlier, neither experimental nor theoretical
work on such a molecule has been reported so far.

However, in the dark (thermal) reaction the above situation
is completely inverted. In the competition between the formation

of allene 2 (path 4) and propyne 3 (path 3), the former has the
larger energy requirement and the lower exothermicity. As a
result, this makes path 3 the most energetically favorable
pathway for thermal cyclopropene isomerization. In principle,
these two reactions are concerted C-C bond cleavage ac-
companied by 1,2-H shift. Accordingly, one can foresee that
in the dark reaction the yield of propyne 3 should be larger
than that of allene 2. This conclusion is in good agreement with
experimental observations.5

Figure 2. The CAS(6,6)/6-311G(d) geometries (in Å and deg) for path 1 and path 2 of cyclopropene (1), conical intersection
(CI), intermediate (Int), transition state (TS), and isomer products. The derivative coupling and gradient difference vectorssthose
which lift the degeneracyscomputed with CASSCF at the conical intersections CI-c-1 and CI-t-1. The corresponding CASSCF
vectors are shown inset. Also, the heavy arrows indicate the main atomic motions in the transition state eigenvector. For more
information see the Supporting Information.
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Furthermore, as already shown in Figures 1 and 2, our
theoretical computations strongly demonstrate that both
photolysis and thermolysis of cyclopropene (1) can be
formally attributed to the initial formation of the vinylcarbene
intermediate. This is consistent with what we predicted in
the previous section.

(2) 1,3,3-Trimethylcyclopropene (C6H10). Next, we
consider the photochemical rearrangement reactions of 1,3,3-
trimethylcyclopropene (4). As stated earlier, there are two
kinds of reaction pathways for the photoisomerization

reactions of 4, i.e., path 5 and path 6, which may lead to the
final photoproducts as given in Scheme 1. Figure 4 shows
the reaction profiles computed for eq 2 and contains the
relative energies of the various points with respect to the
energy of the reactant 4. Selected geometrical values and
the relative energies based on the CASSCF and MP2-CAS
calculations for all the stationary points of 4 are reported in
Figures 5 and 6 and Table 2, respectively. Cartesian
coordinates are given in the Supporting Information.

The vertical excitation energy (FC-2) is calculated to lie
173 kcal/mol above the ground-state surface at the CAS(6,6)/
6-311G(d) optimized reactant geometry of 4. This value
drops to 152 kcal/mol after correction using MP2-CAS
calculations, which is surprisingly close to the experimental
absorption band (193 nm ) 148 kcal/mol).6 It is thus
believed that the present model compound with the current
method employed in this study should provide reliable
information for the discussion of the singlet photochemical
reaction mechanisms of 4.

Once S0 f S1 vertical excitation occurs, the system will
relax from the FC-2 point (S1(S0 geom)) to the S1 minimum
Int-3 (S1(S1 geom)), the latter being lower in energy by 65
kcal/mol than the former. The optimized geometrical pa-

Table 1. Energies (in kcal/mol) of the Critical Points
Located along the Pathways 1-4 at the MP2-CAS(6,6)/
6-311G(d,p)//CAS(6,6)/6-311G(d) and CAS(6,6)/6-311G(d)
(in Parentheses) Levels of Theorya

structure state ∆Erelb

cyclopropene (1) S0 0.0 (0.0)
FC-1 S1 168.9 (199.6)
Int-1 S1 108.6 (94.57)
TS-1 S1 120.8 (109.2)
CI-t-1 S1/S0 67.23 (50.83)
TS-1′ S1 120.5 (106.3)
CI-c-1 S1/S0 65.47 (49.20)
Int-t-2 S0 53.78 (35.44)
Int-c-2 S0 52.71 (69.23)
TS-t-2 S0 70.46 (62.64)
TS-c-2 S0 60.89 (52.20)
TS-t-3 S0 31.61 (42,12)
TS-c-3 S0 61.54 (65.42)
alene (2) S0 -13.15 (-15.32)
propyne (3) S0 -25.84 (-32.18)

a See Figures 2 and 3. b Energy relative to cyclopropene.

Figure 3. The CAS(6,6)/6-311G(d) geometries (in Å and
deg) for path 3 and path 4 of cyclopropene (1), transition state
(TS), and isomer products in the dark (thermal) reactions. The
heavy arrows indicate the main atomic motions in the transi-
tion state eigenvector. For more information see the Support-
ing Information.

Figure 4. Energy profiles for the photoisomerization modes
of 1,3,3-trimethylcyclopropene (4). The abbreviations FC and
CI stand for Frank-Condon and conical intersection, respec-
tively. The relative energies were obtained at the MP2-CAS-
(6,6)/6-311G(d,p)//CAS(6,6)/6-311G(d) and CAS(6,6)/6-
311G(d) (in parentheses) levels of theory. All energies (in kcal/
mol) are given with respect to the reactant (4). The CASSCF
optimized structures of the crucial points, see Figures 5 and
6. For more information see the text.
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rameters of Int-3 can be found in Figure 5. As with the case
of cyclopropene (1), our CASSCF results indicate that the
Int-3 structure has two short C-C bonds (1.420 and 1.428
Å) and one longer bond one (1.872 Å) compared with its
closed shell singlet state. Again, this strongly implies that
one C-C bond of the triangular ring (Int-3) is broken during
the photochemical isomerization of 4.

After the local minimum Int-3, we located two transition
states TS-4 and TS-4′, which are based on the model of

reactant 4. The optimized transition states structure (TS-4
and TS-4′) along with the calculated transition vectors at
the CASSCF level are given in Figure 5. The arrows indicate
the direction in which the three carbon atoms in the
3-membered ring vibrate in the normal coordinate corre-
sponding to the imaginary frequency (750i and 726i cm-1).
As seen in Figure 4 and Table 2, it is apparent that the
transition structure (TS-4) for the ring opening process is
lower in energy, by 54 kcal/mol, than the corresponding

Figure 5. The CAS(6,6)/6-311G(d,p) geometries (in Å and deg) for path 5 and path 6 of 1,3,3-trimethylcyclopropene (4),
conical intersection (CI), intermediate (Int), and transition state (TS). The derivative coupling and gradient difference vectorssthose
which lift the degeneracys computed with CASSCF at the conical intersections CI-3. The corresponding CASSCF vectors are
shown inset. Also, the heavy arrows indicate the main atomic motions in the transition state eigenvector. For more information
see the Supporting Information.
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FC-2 point but higher than the local intermediate Int-3 by
10 kcal/mol. Accordingly, owing to the large excess energy
(65 kcal/mol) obtained from the decay of FC-2 to Int-3, it
is expected that this relaxation energy is sufficient to drive
the effective photoisomerization reactions (paths 5 and 6)
for 4 (vide infra).

Furthermore, through the transition state TS-4 (and TS-
4′), the lowest energy point of the intersection seam of the
S0 and S1 state was located for the ring opening process.
This was identified as CI-2 as presented in Figures 4 and 5.
As suggested earlier, this can be equated to the more

substituted vinylcarbene formed by cleavage of the C1-C2

cyclopropenyl bond. Then, funneling through the S0/S1 CI-2
conical intersection can lead to two different reaction
pathways on the ground-state surface via either the derivative
coupling vector or the gradient difference vector.10 The
derivative coupling vector for CI-2 corresponds to a C-C
vibrating motion, which leads to a vibrationally hot species
at the S0 configuration. On the other hand, the gradient
difference vector corresponds to a C-C bond stretching
motion, which results in another planar intermediate Int-4.
It should be noted here that although the energy is minimized,

Figure 6. The CAS(6,6)/6-311G(d) geometries (in Å and deg) for path 7 of 1,3,3-trimethylcyclopropene (4), conical intersection
(CI), and isomer product. The derivative coupling and gradient difference vectorssthose which lift the degeneracyscomputed
with CASSCF at the conical intersections CI-4. The corresponding CASSCF vectors are shown inset. For more information see
the Supporting Information.
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the structure CI-2 shown in Figures 4 and 5 is just a conical
intersection rather than a true minimum,10 because its energy
gradient does not go to zero. Moreover the MP2-CAS
computational results indicate that the energy of CI-2 is 46
kcal/mol higher in energy than the ground-state minimum
(4) and 105 kcal/mol lower than FC-2. The MP2-CAS results
also demonstrate that the energy of Int-4 is 129 kcal/mol
lower than FC-2 but 23 kcal/mol higher than that of the
reactant 4.

Again, after the local minimum Int-4 on the S0 potential
energy surface is arrived at, there are four possible reaction
pathways (TS-5, TS-6, TS-7, and TS-8) from which one
may obtain the final photoproducts 5, 6, 7,and 8, respectively.
Our MP2-CAS computations indicate that the barrier heights
for these transition states from intermediate Int-4 increase
in the order TS-5 (13 kcal/mol) < TS-8 (15 kcal/mol) <
TS-7 (16 kcal/mol) < TS-6 (31 kcal/mol). That is to say,
our theoretical investigations are in reasonable agreement
with the photoproduct distributions obtained experimentally.6

Consequently, the calculations suggest that the reaction
mechanisms for paths 5-8 should proceed as follows:

Path 5: 4(S0)+ hVfFC- 2f Int- 3fTS- 4f
CI- 2f Int- 4fTS- 5f 5

Path 6: 4(S0)+ hVfFC- 2f Int- 3fTS- 4f
CI- 2f Int- 4fTS- 6f 6

Path 7: 4(S0)+ hVfFC- 2f Int- 3fTS- 4f
CI- 2f Int- 4fTS- 7f 7

Path 8: 4(S0)+ hVfFC- 2f Int- 3fTS- 4f
CI- 2f Int- 4fTS- 8f 8

We have also explored the mechanism of path 9, which
contains another conical intersection point (S1/S0 CI-3). As
before, the structure of CI-3 can be equated to the vinyl-

carbene derived from the cleavage of the less substituted
cyclopropene σ-bond. The derivative coupling and gradient
difference vectors obtained at the conical intersection are
given in Figure 5. Our MP2-CAS results suggest that S1/S0

CI-3 is lower in energy than FC-2 by 129 kcal/mol but
higher than the corresponding reactant 4 by 23 kcal/mol. The
existence of a low-lying conical intersection provides a highly
effective radiationless decay channel.10 Besides this, the
computations predict that the photochemical rearrangement
reaction of path 9 should be the highest barrier process. That
is, starting from the FC-2 point, 1,3,3-trimethylcyclopropene
(4) enters an extremely efficient decay channel, S1/S0 CI-3.
After decay at this conical intersection point, this molecule
will proceed via Int-5 and TS-9 points to reach the
photoisomer 9. Accordingly, this work suggests that the
reaction mechanism for path 9 should be as follows:

Path 9: 4(S0)+ hV fFC- 2f Int- 3fTS- 4'f

CI- 2f Int- 5fTS- 9f9

In addition, as shown in Figure 4, our computational results
indicate that the two conical intersection points (i.e., CI-2
and CI-3) are 47 and 62 kcal/mol lower in energy than FC-
2, respectively. Competition between these reaction paths is
presumably governed by the relative energies of the conical
intersections involved. In consequence, the reaction paths
through the CI-2 point should be much more favorable
through the CI-3 point. Beside this, as discussed above, the
reaction route through the CI-2 point can lead to products
5-8 (path 5-8), while the reaction path through the CI-3
point can only result in product 9 (path 9). Although these
five routes (from path 5 to path 9) are competing with each
other, only the last one is energetically unfeasible from a
kinetic viewpoint. We would therefore expect a smaller
quantum yield of 9 than of 5-8. The energetic arguments
are in qualitative agreement with the experimentally observed
relative product distributions of 5, 6, 7, 8, and 9, as already
shown in eq 2.6

Before proceeding further, it should be pointed out that
the first conical intersection (CI-2) is related to the more
substituted vinylcarbene formed by cleavage of the cyclic
(C1-C2) cyclopropenyl bond and producing the photoprod-
ucts 5-8. Similarly, CI-3 can be rationalized as arising from
the less substituted vinylcarbene formed by cleavage of the
cyclic C1-C3 bond and yielding photoproduct 9. That is,
the product distribution from photolysis is normally char-
acteristic of reactivity associated with vinylcarbene inter-
mediates, formed by cleavage of the C1-C3 or C2-C3

cyclopropene bonds in the first excited singlet state. As a
result, our theoretical findings are in accordance with the
predictions based on Fahie and Leigh’s proposal.6

As in the case of cyclopropene (1), we also investigated
the ground-state (thermal) potential surfaces of 4, which are
given in Figures 4 and 7. The search for transition states on
the S0 surface near the structures of S1/S0 CI-2 gives TS-10
and TS-11, which connect 4 and 8 and 4 and 9, respectively.
Our model calculations demonstrate that these transition
states all involve a hydrogen migration with the calculated
imaginary frequencies 148i and 152i cm-1, respectively. In

Table 2. Energies (in kcal/mol) of the Critical Points
Located along the Pathways 5-10 at the MP2-CAS(6,6)/
6-311G(d,p)//CAS(6,6)/6-311G(d) and CAS(6,6)/6-311G(d)
(in Parentheses) Levels of Theorya

structure state ∆Erelb

1,3,3-trimethylcyclopropene (4) S0 0.0 (0.0)
FC-2 S1 151.8 (172.9)
Int-3 S1 87.51 (97.52)
TS-4 S1 97.79 (107.1)
CI-2 S1/S0 46.67 (44.26)
Int-4 S0 23.24 (26.19)
TS-5 S0 35.75 (52.82)
5 S0 -42.53 (-25.24)
TS-6 S0 54.21 (65.82)
6 S0 -32.82 (-31.00)
TS-7 S0 39.63 (54.12)
7 S0 -23.55 (-17.65)
TS-8 S0 38.30 (62.64)
8 S0 -34.96 (-31.43)
TS-4′ S1 97.64 (106.3)
CI-3 S1/S0 61.93 (85.95)
Int-5 S0 22.86 (50.74)
TS-9 S0 61.14 (88.46)
9 S0 -39.89 (-35.69)
TS-10 S0 51.22 (49.47)
TS-11 S0 62.41 (79.48)

a See Figures 5 and 6. b Energy relative to 1,3,3-tri-
methylcyclopropene (4).
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consequence, our theoretical investigations suggest that the
reaction mechanisms for paths 10 and 11 should proceed as
follows:

Path 10: 4fTS- 10f 8

Path 11: 4fTS- 11f 9

Additionally, our theoretical work indicates that the barrier
heights for these two reaction pathways are 51 and 80 kcal/
mol, respectively. This strongly implies that path 10 should
be the preferred route for the thermal reactions of 4. Thus
product 8 should have the largest yield. Again, our theoretical
findings are in good agreement with the available experi-
mental work.7

V. Conclusion

Photochemical mechanisms of cyclopropene 1 (eq 1) and
1,3,3-trimethylcyclopropene 4 (eq 2) have been investigated
in the present work. Taking both systems studied in this paper
together, one can draw the following conclusions:

(1) We summarize the results of the experimental and
theoretical investigations of the photochemistry of cyclo-

propenes disscussed in this work in Scheme 4. In this scheme,
we show the role of vinylcarbene intermediates in the
photochemical and thermal reactions of cyclopropene and
its derivatives. That is, our computational results are
consistent with the intermediacy of a vinylidene species
formed by ring opening. According to our theoretical
findings, the vinylcarbene is formed in the S1 (σp) state from
the first excited singlet state of cyclopropene. It can then
decay to photoproducts on the S0 surface by 1,2-H migration.
Our theoretical observations for the cyclopropene hydrocar-
bons are in good accordance with Leigh’s experimental
findings.3

(2) Both cyclopropene and its derivative have a similar
photochemical as well as thermal potential energy profile.
Moreover, our calculations indicate that the differences
between their energy barriers are not so large that small steric
effects on the transition states would control the reaction
mechanism as in other analogous molecular systems.

(3) From the present results, we can elaborate on the
standard model of the photochemistry of cyclopropene and
of its derivatives. It is found that knowledge of the conical
intersection of the cyclopropene species is of great impor-
tance in understanding its reaction mechanism since it can
affect the driving force for photochemistry. That is to say,
the conical intersections can efficiently funnel molecules
from the 1(ππ*)-state to the ground-state surface. Also, these
funnels, which are easily accessed once the 1(ππ*) surface
is populated, determine the reaction path taken on the ground-
state surface.10 Accordingly, these findings, based on the
conical intersection viewpoint, have helped us to better
understand the photochemical reactions and to support the
experimental observations.3,6,7

The photochemistry of cyclopropenes is seen to be
intriguing in the varied types of photochemical reaction

Figure 7. The CAS(6,6)/6-311G(d) geometries (in Å and
deg) for path 8, path 9, and path 10 of spiro[2,4]hept-1-ene
(4), transition state (TS), and isomer products in the dark
(thermal) reactions. The heavy arrows indicate the main
atomic motions in the transition state eigenvector. For more
information see the Supporting Information.

Scheme 4
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encountered. In particular, the subtle variation provides both
a mechanistic challenge and a promise of reward. It is hoped
that the present work can stimulate further research into this
subject.
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Abstract: Rearrangements of norbornadiene (NBD, C7H8) to various alkylidenes, via a
hypothetical 7-coordinate tungsten(II) complex W(CO)3I2(NBD), were studied using density-
functional theory computations. An extensive search for intermediates and transition states of
rearrangement was made. The theoretical method (basis sets and level of DFT) used was justified
by new benchmark studies which compare optimized structural parameters to those from crystal
structures of several different tungsten complexes. Transition-metal-catalyzed rearrangements
of NBD are not as well-known as those of norbornene and are considerably more complicated
than had been thought. This work predicts a large variety of intermediates which may be feasible
targets for experimental synthesis. All the rearrangement paths to alkylidenes found here feature
high activation energies of over 45 kcal mol-1, implying that self-initiation for the ring-opening
metathesis polymerization of NBD via tungsten(II) complexes must occur via an alternative
mechanism.

Introduction

Norbornadiene (NBD, a C7H8 isomer) can undergo ring-
opening metathesis polymerization (ROMP) via homoge-
neous catalysis by Group 6 transition-metal complexes
without the need of a preformed metal carbene.1–5 The
propagation (metathesis) step is shown in Figure 1, with a
tungsten catalyst WLx, and proceeds via a metallacyclobutane
structure as originally postulated by Hérisson and Chauvin.6

An outstanding mystery is the nature of the NBD rear-
rangement on the “unprepared” (i.e., nonmetal-carbene)
catalyst to generate the required initial carbene (alkylidene).
In the simpler case of the ROMP of norbornene (NBE) on
similar catalysts, the activation step is believed5,7 to be a
net 1,2-H-shift along the metal-coordinated CdC double
bond, based on experimental evidence.8 However, NBD
offers other possibilities due to its extra degree of unsatura-
tion, and experimental evidence is even less clear-cut.3 The
only computational quantum-chemistry applications of the
NBD rearrangement mechanism to date are the exploratory
density-functional-theory (DFT) ones of Handzlik, Szymań-

ska-Buzar, and co-workers.9,10 Their most recent paper
concludes that there are many possible rearrangements, that
an acceptable mechanism remains elusive, and that more
study is required.10 Our study, begun before ref 10 was in
print, fortuitously anticipated this call.

We set out to use DFT to thoroughly explore single-NBD
rearrangements on an L5W(NBD) complex, i.e. hypothesis
category I of the four plausible ones presented in Figure 2.
Our system of interest is W(CO)I2(η2-dppm)(η4-NBD) (dppm

* Corresponding author e-mail: (A.L.L.E) allan.east@uregina.ca,
(L.M.) lynn.mihichuk@uregina.ca.

Figure 1. Propagation step in the ROMP of norbornadiene.
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) Ph2PCH2PPh2), a known ROMP system,11 but a complex
far too large for thorough computational transition-state
exploration for C7H8 rearrangement. Instead, we performed
the transition-calculations with the analogous stereoisomer
of the model complex W(CO)3I2(η4-NBD). This “small-
model approximation” is well justified for three reasons: (i)
the qualitative mechanism for initial carbene generation
should be fairly model-independent, since several Group 6
M-NBD complexes are capable of self-initiation,1,2,10 (ii) our
results contain a subset that qualitatively match the limited
results of ref 10 for Mo(CO)3Cl(SnCl3)(NBD) and
Mo(CH3CN)(CO)2Cl(SnCl3)(NBD),10 and (iii) our limited
collection of computed intermediates for the dppm-containing
system has been found using the smaller W(CO)3I2(η4-NBD)
system.

Our data are laid out as follows. First are data from several
collected basis sets and levels of theory, which were
benchmarked by using them to optimize the geometries of
complexes for which there exists experimentally measured
geometrical data: W(CO)6,12,13 trans-W(CO)4(η2-C2H4)2,14

W(CO)4(η4-NBD),15 and the seven-coordinate tungsten(II)
structure W(CO)3I2(NCMe)2.16 Second are data for NBD
rearrangement in the model system W(CO)3I2(η4-NBD):
geometry-optimized energies and pathways for a large variety
of transition states and intermediates that connect this reactant
to various metal carbene intermediates, using the most
successful theoretical method from the benchmarking study.
Third is a brief data comparison to calculated data of other
Group 6 M-NBD complexes, supporting our hypothesis that
the DFT-approximated mechanism appears to be largely
independent of the complex used.

Theoretical Methods

All calculations were performed using the Gaussian 03
software package.17 Several levels of theory and basis sets
were used in the preliminary benchmarking study. The
theoretical method denoted BP86/RDZP:ITZ2DF:6-31G(d),
as explained below, was chosen and used for the ensuing
reaction-path study, and all energies are reported without
zero-point corrections.

Levels of theory included the three density functional
theory (DFT) approximations B3LYP,18,19 BLYP,19,20 and
BP8620,21 as well as the Møller-Plesset second-order
perturbation theory (MP2),22 and the expensive but very
accurate coupled-cluster approximation CCSD(T).23

The basis set 6-31G(d)17 was employed for all atoms
except the large W and I atoms. Basis sets for W atoms all
employed the Hay-Wadt small-core relativistic effective core
potential,24 which replaces all W core electrons up to
4s4p4d4f; hence, basis functions are needed for the 5s and
5p “core” as well as the 6s, 5d, and 6p valence orbitals. We
tested the well-known Los Alamos LANL2MB24 and
LANL2DZ17 basis sets as well as new even-tempered25 sets
developed by us at the University of Regina (RDZ, RDZP,
RTZ, and RTZP, see the Appendix). The new sets were
developed principally to add polarization functions but also
to demonstrate that simple even-tempered basis sets work
just as well as optimized ones for obtaining molecular
geometries. For the I atom, three basis sets were used: (i)
the LANL2DZ17 basis set, with its complete-core relativistic
effective core potential,26 and two modifications proposed
by Glukhovtsev et al.27 which East and co-workers have used
before, 28 (ii) LANL2DZ with added d- and f-orbital
polarization functions (LANL2DZDF), and (iii) a triple-�
uncontraction of the s and p sets with added 2d and 1f
polarization sets (ITZ2DF).

Transition-state calculations were optimized for
W(CO)3I2NBD using the eigenvector-following transition-
state algorithm (TS,EF).29 However, since the TS,EF algo-
rithm in G03 allows for simultaneous optimization of no
more than 50 of the 66 geometry variables, several others
were held fixed during the optimizations: carbonyl-group
coordinates and/or H-atom coordinates of rigid H atoms in
the NBD group. Each optimized transition state was subjected
to a vibrational frequency analysis, to ensure that the
magnitudes of the positive and one imaginary frequency were
greater than the residual noise (the six “zero frequencies”
for translations and rotations from normal mode diagonal-
ization). Each one was also verified by two energy-
minimization runs, begun from geometries displaced from
the transition state (0.05 Å or 5-10°), which more defini-
tively identifies the two intermediates that it connects. This
precaution was essential, for we routinely discovered extra
and unexpected intermediates in this manner.

Results and Discussion

Tungsten Basis Set Benchmarking. Four new and two
traditional basis sets for tungsten orbitals were tested for their
ability to reproduce experimental gas-phase12 or crystal-
phase13 bond lengths of W(CO)6 (Table 1).

Note from the experimental values that crystal-packing
effects30 reduce RWC and RCO by 0.033 and 0.003 Å,
respectively, from their gas-phase values. Computed results
for an isolated molecule should be properly compared with
gas-phase results, and this comparison for values of RWC

reveals that the Regina double-� basis sets strike the best
balance with B3LYP, but the LANL2DZ basis set performs
better when paired with BP86 or the ab initio non-DFT
method MP2. Note that a different choice, MP2/RDZP,
performs best if one is instead interested in a level of theory
that gives the best agreement with crystal-phase bond lengths.

The computed carbonyl RCO values are hardly affected by
the basis set choice for tungsten. These RCO values are all

Figure 2. Four hypothesis categories for initial carbene
generation, based on starting complex. Each category con-
tains several hypothetical mechanisms to be explored; the
present work studied category I.
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systematically high, due both to the small basis set used for
C and O (6-31G(d)) and the moderate level of theory. We
also performed a high-level CCSD(T) optimization, which
showed improvement in RCO and the adequacy of the new
RDZP basis set for tungsten.

Since we also desired a tungsten basis set appropriate for
η2 interactions of CdC double bonds with W, we further
tested the RDZP, RTZP, and LANL2DZ sets on the RWC

distances to alkene carbons in trans-W(CO)4(η2-C2H4)2 and
W(CO)4(η4-NBD) (Figure 3).14,15 The RDZP basis set
outperformed the others with DFT methods, producing errors
of less than 1.2% when used with either B3LYP or BP86.

Iodine Basis Set Benchmarking. In order to test potential
iodine basis sets in conjunction with the already established
W basis sets and to extend our tests to a 7-coordinate
complex, optimizations of the complex W(CO)3I2(NCMe)2

(see Figure 3) were performed. The optimizations were
conducted using the B3LYP, BP86, and MP2 levels of theory
with the RDZP, RTZP, and LANL2DZ mixed basis sets for
W each combined with the ITZ2DF, LANL2DZ, and
LANL2DZDF basis sets for I. Computed bond lengths to
W and percent error data for these computations are presented
in Table 2. The experimental data16 for W(CO)3I2(NCMe)2

show two degenerate RWC values (“long”) and two degenerate
RWN values; hence, for comparisons, we averaged the near-
degenerate computed values in these cases.

In comparing the results from optimizations using the
LANL2DZ and LANL2DZDF basis sets for I it was found
that the added d and f polarization functions significantly
improved the accuracy. As a result it was decided to try yet
another basis set for W, by adding f-polarization to LANL2DZ
(LANL2DZF). These results are also shown in Table 2, and
although the polarization functions did provide an improve-
ment over the optimizations performed with LANL2DZ, it
did not lead to the optimal method. The optimal method,
which kept all RWX percent errors (relative to experimental
crystal-structure values) at or below 2.4%, was BP86/RDZP:
ITZ2DF:6-31G(d), and this was the level of theory chosen
for the rearrangement study.

W(CO)3I2(η4-NBD) and Intermediates. We found over
40 different minimum-energy structures and speculate that
over 100 probably exist. Broadly, these structures could be
grouped in three classes: (i) ordinary π-complexes of stable
alkenes, (ii) alkylidenes (carbenes), and (iii) C-H and C-C
insertion (oxidative addition) compounds. Figure 4 provides
summary sketches of the structures obtained, while full
images (top and side views) are provided in the Supporting
Information. Computed relative energies (no zero-point
corrections) appear in Table 3.

The alkenes we considered were the NBD reactant, in η4

(1) and η2 (2) forms, and two vinylcyclopentadienes (3, 4)
which are closely related to the diene alkylidenes (9, 10).

Table 1. Computed Bond Lengths (Å) and Percent Errors for W(CO)6

level of theory W basis set W-CO (Å) % error vs crystal % error vs gas C-O (Å) % error vs crystal % error vs gas

B3LYP RDZ 2.060 1.7 0.1 1.151 0.5 0.3
RDZP 2.058 1.6 0.0 1.151 0.5 0.3
RTZ 2.069 2.2 0.5 1.152 0.6 0.3
RTZP 2.068 2.1 0.5 1.152 0.6 0.3
LANL2MB 2.071 2.3 0.6 1.150 0.4 0.2
LANL2DZ 2.068 2.1 0.5 1.150 0.4 0.2

BLYP RDZP 2.067 2.1 0.4 1.165 1.7 1.5
RTZP 2.077 2.6 0.9 1.166 1.8 1.6
LANL2DZ 2.076 2.5 0.9 1.165 1.7 1.5

BP86 RDZP 2.052 1.3 -0.3 1.164 1.7 1.4
RTZP 2.062 1.8 0.2 1.165 1.7 1.5
LANL2DZ 2.061 1.8 0.1 1.164 1.7 1.4

MP2 RDZP 2.033 0.4 -1.2 1.167 1.9 1.7
RTZP 2.041 0.8 -0.8 1.168 2.0 1.7
LANL2DZ 2.053 1.4 -0.2 1.166 1.8 1.6

CCSD(T) RDZP 2.058 1.6 0.0 1.159 1.2 1.0
experiment12 (gas) 2.058 1.148
experiment13 (crystal) 2.025(8) 1.145(15)

Figure 3. Structures of trans-W(CO)4(η2-C2H4)2, W(CO)4(η4-
NBD), and W(CO)3I2(NCMe)2, optimized via BP86/RDZP:
ITZ2DF:6-31G(d).
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The regular (2a) and inverted (2b,c) η2-NBD complexes are
17 and 12-13 kcal mol-1 higher in energy than the η4-NBD
reference point 1, at the BP86 level of DFT used here.

The alkylidene structures could be further subdivided into
tricyclic no-ene (5), bicyclic monoene (6-8), and monocyclic
diene (9, 10) versions. The lowest-energy versions were 5
and 6, being only 1 and 5-6 kcal mol-1 above 1. The
monocyclic diene alkylidenes 9 and 10 exhibited both ring-
η2 backbiting (9a, 9d, 9e, 10a, 10b, 10e) and nonbackbiting
(9b, 9c, 10c, 10d, 10f) forms, with the ring-η2 interaction
providing 3-6 kcal/mol of extra stabilization. One of our
attempts at an alkylidene resulted in carbene insertion into
a nearby carbonyl group, resulting in an η2-ketene (11).

The C-H bond insertions resulted in various positions for
the H atom, depending on the nearby ligands: a simple W-H
bond (12), µ-bridging I and I (13), or µ-bridging W and C
(14). In one case, the insertion resulted in new C-C bond
formation between C7H7 and a carbonyl group in an acyl
fashion (15).

The C-C bond insertions result in an exotic mix of
structures having two connections from C7H8 to W, and the
lowest-energy ones were quadricyclane-like dialkyl inter-
mediates (16a,b) lying 11-13 kcal mol-1 above 1, and three
π-allyl (η3-allyl) intermediates (20a, 21b, 22a) lying 9-12
kcal mol-1 above 1.

Experimentally, none of these types of W-containing
intermediates have been isolated. Tungsten(II)-alkylidene
structures 5-10 and the C-C-insertion intermediates 16-23
would be highly reactive in the presence of excess hydro-
carbons, and the C-H-insertion intermediates 12-15 would
be highly reactive because they are high in energy. Ruthe-
nium versions of the vinylcyclopentadiene π-complexes 3
and 4 have been observed as results of Ru-NBD rearrange-
ments.31 The π-allyl structures 20-23 might be experimen-
tally isolable, since their energies are moderate, and orga-
nometallic complexes with π-allyl C3H5 ligands have been
prepared.32

Rearrangements via C-H Bond Insertions. Results for
C-H insertion routes appear in Figure 5. Routes to alkyl-
idenes tended to involve H-atom transfer to the catalyst,
followed by its back-transfer to a different carbon atom on
the C7H7 moiety to produce bicyclic or tricyclic carbenes.
However, Figure 5 shows that we never actually found a
2-step mechanism from the η4-NBD structure 1. Two-step
mechanisms from η2-NBD structures were found. The
lowest-barrier paths to alkylidenes found were one-step ones:
one from 1 to 6b and one from 2b to 6b. All of the paths to
alkylidenes here require rather high activation barriers of over
45 kcal mol-1.

Table 2. Computed Bond Lengths (Å) and Percent Errors for W(CO)3I2(NCMe)2 Using Various Methods and Heavy-Atom
Basis Sets

W basis set I basis set W-I short W-I long W-CO short W-CO long W-N max % error

B3LYP
RDZP ITZ2DF 2.865 2.941 1.990 1.993 2.176 3.3

LANL2DZDF 2.865 2.941 1.988 1.992 2.177 3.3
LANL2DZ 2.916 2.962 1.982 2.002 2.173 4.3

RTZP ITZ2DF 2.865 2.947 2.001 2.005 2.190 3.6
LANL2DZDFa 2.864 2.946 2.001 2.005 2.191 3.5
LANL2DZa 2.888 2.978 2.000 2.005 2.188 4.6

LANL2DZ ITZ2DF 2.882 2.963 2.003 2.007 2.197 4.1
LANL2DZDF 2.887 2.969 2.003 2.006 2.197 4.4
LANL2DZ 2.926 3.015 2.003 2.007 2.193 5.9

LANL2DZF LANL2DZDFa 2.875 2.949 1.993 1.999 2.200 3.6

BP86
RDZP ITZ2DF 2.845 2.915 1.986 1.989 2.152 2.4

LANL2DZDFa 2.845 2.917 1.985 1.987 2.152 2.5
LANL2DZ 2.877 2.956 1.983 1.986 2.150 3.9

RTZP ITZ2DF 2.844 2.923 1.998 2.000 2.166 2.7
LANL2DZDF 2.845 2.923 1.997 1.999 2.167 2.7
LANL2DZa 2.870 2.955 1.996 1.999 2.165 3.8

LANL2DZ ITZ2DFa 2.860 2.941 1.999 2.000 2.173 3.3
LANL2DZDF 2.866 2.946 1.999 2.000 2.173 3.5
LANL2DZ 2.906 2.992 1.997 2.000 2.170 5.1

LANL2DZF ITZ2DF 2.850 2.923 1.989 1.992 2.176 2.7
LANL2DZDF 2.856 2.922 1.991 1.994 2.175 2.7

MP2
RDZP ITZ2DF 2.777 2.821 1.960 1.965 2.146 3.3

LANL2DZDF 2.769 2.813 1.957 1.963 2.148 3.4
LANL2DZ 2.812 2.845 1.949 1.958 2.146 3.7

RTZP ITZ2DF 2.773 2.824 1.969 1.974 2.154 2.9
LANL2DZ 2.790 2.830 1.961 1.968 2.152 3.2

LANL2DZ ITZ2DF 2.821 2.863 1.971 1.979 2.175 2.7
LANL2DZDF 2.824 2.861 1.967 1.976 2.171 2.8
LANL2DZ 2.880 2.910 1.962 1.971 2.163 3.1

experiment16 (crystal) 2.797 2.846 1.99 2.03 2.17

a These computations were assessed converged; automatic convergence failed due to continually large displacements of nearly free
methyl rotation modes.
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The route we accidentally found to the ketene 11 was a
surprise, as it came in one step from NBD without first
forming an alkylidene. The barrier for this direct step is quite
high, however, at 71 kcal mol-1.

Rearrangements via C-C Bond Insertions. Results for
C-C insertion routes appear in Figure 6. Four of the six
routes to alkylidenes involved intermediates with σ-vinyl +
π-allyl interactions to the catalyst (20-22). The six C-C
insertion routes resulted in either monocyclic carbenes 9 and
10 or the peculiar bicyclic carbene 8a with a 3-membered
ring; this is unlike the four C-H insertion routes which led
to different bi- and tricyclic alkylidenes.

The routes via π-allyl structures 20a and 20b were clean
2-step processes in which the intermediate featured both vinyl
and π-allyl interactions with the tungsten atom. The vinyl

arm of C7H8 was positioned between two like ligands in these
cases: two carbonyl groups in 20a and two iodine atoms in
20b. When we tried putting this vinyl arm between unlike
groups, the mechanism became complex: it began with a
non-π-allyl structure 17 and then branched to three different
structures (21a, 18, or 23), two of which we successfully
connected to alkylidenes.

We would like to point out the similarities between resonant
η3 π-allyl structures (20-23) and localized η1 non-π-allyl ones
(17-19). The localization of the resonance in 21 can lead to
17 without any H shifts, and localization of the resonance in
20 can similarly lead to either 18 or 19. However, we see
indications that such interconversions, while geometrically
simple, may have sizable energy barriers: we cite the example
of 17 to 21a and the absence of 18 or 19 when the mechanism
passes through 20a or 20b.

The η3 π-allyl intermediates led directly to alkylidenes with
a backbiting η2 interaction with W, the structures on the left
side of the gray area in Figure 6. The route to 10 via 1,2-H-
shift has an insurmountable barrier of 90 kcal/mol, and hence
structure 9 (via 1,3-H-shift) is favored over 10. We also pursued
the additional step of removal of the backbiting interactions in
alkylidenes 8-10 (right side of gray area). We found that this
could be done in two ways: the cyclopentadiene ring could
either flip or shear away from the W atom. From structure 10b,
the flip barrier to 10d was 3 kcal mol-1 lower than the shear
barrier to 10c. We only pursued shear steps for the other cases:
8a to 8b and 9a to 9b.

Figure 4. Structures found as intermediates (local minima) in this work.

Table 3. Computed Relative Energies (kcal mol-1) for
Intermediates of WI2(CO)3(C7H8)

structure E structure E structure E structure E

1 0.0 8b 19.0 10f 11.7 19 43.4
2a 17.1 9a 15.7 11 22.6 20a 8.9
2b 12.2 9b 22.1 12a 34.8 20b 23.8
2c 13.4 9c 27.3 12b 34.1 21a 15.0
3 -2.6 9d 7.7 13 42.4 21b 12.0
4 11.8 9e 7.1 14 44.3 22a 10.2
5 1.1 10a 38.7 15 40.6 22b 15.8
6a 5.9 10b 14.9 16a 13.1 23 26.0
6b 5.4 10c 18.1 16b 11.5
7 34.3 10d 19.2 17 33.8
8a 16.5 10e 5.5 18 32.3
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All of our C-C insertion paths to alkylidenes also require
rather high activation barriers, of over 50 kcal mol-1.

Comparison to Results Using Other Group 6 M-NBD
Complexes. Handzlik et al. recently published a limited
computational study of NBD rearrangement, using B3LYP/
LANL2DZ as the computational method and either
Mo(CO)2(MeCN)Cl(SnCl3)(NBD) or Mo(CO)3Cl(SnCl3)-
(NBD) as catalysts.10 Of the single-NBD pathways they located,
they present three (with 5 transition states) and discuss 3 others
(with perhaps 4 transition states). Of these 6 paths, 4-6 appear
to be among our 10 paths, hence strongly supporting our

hypothesis that that mechanistic similarities should exist within
a family of W(II) or Mo(II)-based catalysts.

The 4 paths of Handzlik et al. that are common to ours have
similar large overall barrier heights, as shown in Table 4. Their
single-NBD study was certainly not as thorough as ours, as we
found three times as many transition states, and our intermedi-
ates 2-5, 7, 9, 11-15, 17, and 19-23 are all new, with several
being likely to exist with their Mo-based systems.

We have managed to obtain a BP86-optimized structure of
the larger complex W(CO)I2(η2-dppm)(η4-NBD) (dppm )
Ph2PCH2PPh2) as well as a few intermediate structures we

Figure 5. Reaction pathways via C-H insertion as found computationally. Alkylidene structures are in the gray area on the
right. All energies are in kcal mol-1; the ones alongside reaction arrows represent transition-state energies relative to 1 (i.e., not
individual-step barrier heights).

Table 4. Overall Computed Energy Barriers (kcal mol-1) for Selected Rearrangements of NBD to Alkylidenes via Group 6
Complexes

molecule level of theory 1 to 6 1 to 2? to 6 1 to 16 to 8 1 to 17? to 18 to 10

W(CO)3I2(NBD), this work BP86/mixed 45.6 50.4 53.5 61.9
Mo(CO)2(MeCN)Cl(SnCl3)(NBD)10 B3LYP/LANL2DZ 49.2 52.3 47.6 59.5
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obtained with the smaller W(CO)3I2(η4-NBD) system. The same
basis sets were used, except that STO-3G was used for the
nonphosphorus atoms of dppm. No new intermediates were
found with the larger system. Table 5 compares their relative
energies. There is a general shift of 6-12 kcal mol-1, likely
due to steric effects of the bulky dppm ligand; the exceptions

are in structures 9 and 10, where the C7H8 moiety is more
flexible and appears to benefit from π-π T-shaped stacking of
its dangling cyclopentadiene ring with a phenyl group of dppm.

Conclusions

We make four main conclusions. (i) The BP86 DFT level
of theory, with appropriate atomic basis sets, can reproduce
crystalline organometallic RWX bond lengths to within 2.4%.
(ii) A large variety of intermediates should be considered as
candidates in the rearrangement of a single norbornadiene with
a tungsten(II) catalyst, and we hope that our Figure 4 will serve
as a useful catalog for future studies. (iii) Generally, carbenes

Figure 6. Reaction pathways via CC insertion as found computationally. Alkylidene structures are in the gray area on the right.
All energies are in kcal mol-1; the ones alongside reaction arrows represent transition-state energies relative to 1 (i.e., not
individual-step barrier heights).

Table 5. Relative BP86 Energies (kcal mol-1) of
Intermediates of Two Tungsten(II) Systems

molecule 1 6a 34 8a 9b 10c 12a 16a

W(CO)3I2(C7H8) 0 6 34 17 22 18 35 13
W(CO)I2(η2-dppm)(C7H8) 0 14 40 29 19 11 46 24
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obtained via C-C bond insertion of NBD have (with one
exception) a single cyclopentadiene ring, while carbenes
obtained by C-H bond insertion of NBD remain bicyclic or
become tricyclic. (iv) None of the rearrangement pathways
found here had an activation barrier lower than 45 kcal mol-1,
suggesting that the ROMP of norbornadiene may not start with
any of the rearrangements studied here.

On point (iv) we add the following remarks. Since our
study dealt only with hypothesis category I (Figure 2), the
other categories should be investigated. The exploratory
calculation of a category III pathway by Handzlik et al.10

produced an overall barrier of 35 kcal mol-1, which is still
high, but it is intriguingly lower than those of all the single-
NBD rearrangements studied here. The ultimate goal of
understanding the activation steps of ROMP will continue
to benefit from additional careful computational research.
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Appendix

The following Gaussian03-ready input files are for new sets
of basis functions to represent the 5s, 6s, 5p, 6p, and 5d
orbitals of W atom. The input files present columns of
coefficients cij and exponents Rij that define a contracted basis
function Φi as a sum of primitive basis functions

Φilm(r, θ, �))∑
j

cije
-Rijr2

Yl
m(θ, �)

where Yl
m(θ,φ) indicates a spherical harmonic function.

The first input file is for the RDZP set (see Chart 1): one
contracted s function for the 5s orbital, a double-� pair of s
functions for the 6s orbital, one contracted p function for
each 5p orbital, a double-� pair for each 6p orbital, and a
double-� pair for each 5d orbital. The final two lines represent
the uncontracted set of polarization f functions, used in RDZP
but removed for RDZ. The second input file is for the RTZP
set (see Chart 2), with triple-� sets for the 6s, 6p, and 5d
orbitals; again, the final uncontracted set of polarization f
functions is used for RTZP but removed for RTZ.

These basis sets are based on a 5531 set of spdf primitive
basis functions with very simple even-tempered exponents
Rj ) Rmid�(j; our choice of Rmid ) 0.36 and � ) 3 were
made to span roughly the same exponent range as that of
the LANL2DZ primitives. The coefficients cij in the contrac-
tions were chosen to mimic the Kohn-Sham atomic orbital
coefficients observed in a B3LYP calculation for the 7S state
of W atom.

Supporting Information Available: Side and top
views of each optimized intermediate of Table 3 and tables
of Cartesian coordinates of all 30 transition states. This
material is available free of charge via the Internet at http://
pubs.acs.org.
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(5) Bencze, L.; Bı́ró, N.; Szabó-Ravasz, B.; Mihichuk, L. Can.
J. Chem. 2004, 82, 499.

(6) Hérisson, J.-L.; Chauvin, Y. Makromol. Chem. 1971, 141,
161.
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Abstract: Density Functional Theory (DFT) has been applied to a comprehensive mechanistic
study of the conversion reaction of the Pd(II)-hydride complex, (IMe)2(RCO2)PdH (R)CH3, Ph,
and p-O2NC6H4), to the corresponding Pd(II)-hydroperoxide in the presence of molecular oxygen.
The calculations have evaluated the two mechanistic proposed alternatives, that are both
considered viable on the basis of current data, of slow RCO2H reductive elimination followed
by oxygenation (Path A) and direct O2 insertion (Path B). Results suggest that the mechanism
of direct insertion of molecular oxygen into the Pd-H bond of the initial complex is energetically
preferred. The activation energy relative to the rate-determining step of Path A, indeed, is
calculated to be lower than the activation energy of the rate determining step of the alternative
Path B, whatever ligand (CH3CO2, Ph, CO2, p-O2NC6H4CO2) is coordinated to the Pd center.
The calculated free activation energy of the rate-determining hydrogen abstraction step (∆G* )
24.8 kcal/mol) in the case of the oxygenation reaction of the benzoate-ligated Pd(II)-hydride
complex is in very good agreement with the experimentally determined value of 24.4 kcal/mol.
In addition, according to the experimentally detected enhancement of the reaction rate due to
the presence of a nitro group on the benzoate ligand, our calculations show that the transition
state for the hydrogen atom abstraction by molecular oxygen along the pathway for the
oxygenation reaction of (IMe)2(p-O2NC6H4CO2)PdH lies lower in energy with respect to the
analogous transition state calculated for R)Ph.

1. Introduction

The use of molecular oxygen for the oxidative functional-
ization of organic molecules is a highly attractive option
because O2 is a readily available and nontoxic reagent.
Additionally, a common byproduct of aerobic oxidations is
the innocuous substance water. However, uncatalyzed chemi-
cal reactions between molecular oxygen and organic sub-
strates generally result in complete combustion of the starting
materials, and, consequently, the synthetic advantages these
reactions possess cannot be exploited unless catalysts are

used. The homogeneously Pd-catalyzed oxidations have
emerged as a particularly promising reaction type for
selective and efficient aerobic oxidation1–7 even if the
development of new and more efficient catalytic strategies
has been hampered by an inadequate understanding of how
O2 interacts with the Pd center.7 Two are the pathways
proposed to explain how the oxygen activation in palladium-
catalyzed oxidations proceeds (Scheme 1).

One pathway (Path A) is the formation of a Pd(0) species
II through the reductive elimination of a HX species from
the Pd(II)-hydride complex followed by the oxygenation of
the Pd(0) center to form a η2-peroxo Pd(II) species III. Upon
protonation of the peroxopalladium(II) intermediate a pal-
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ladium hydroperoxide species IV is formed.8–10 The second
mechanistic possibility11–13 (Path B) involves the direct
insertion of molecular oxygen into a palladium(II)-hydride
intermediate I to form the same palladium hydroperoxide
species IV (Scheme 1) and, therefore, avoiding to proceed
through Pd(0). The former mechanism has substantial
experimental support even if the reaction between Pd(0) and
triplet oxygen is spin forbidden.8–10 Landis, Stahl, and co-
workers have investigated this aspect performing a DFT
theoretical study that showed the exothermic formation of
the singlet Pd(II)-peroxido species requiring spin crossing
between triplet and singlet surfaces mediated by spin-orbit
coupling.14

The first observation of what can be assumed to be a direct
insertion of molecular oxygen into a Pd(II)-hydride bond to
form a hydroperoxopalladium complex has been reported by
Goldberg, Kemp, and co-workers for a Pd complex that, due
to the nature of the ligand, cannot undergo reductive
elimination.15 The authors report that benzene solutions of
(tBuPCP)PdH (tBuPCP)1,3-(CH2PtBu2)2C6H3]-) exposed to
O2 cleanly react to yield (tBuPCP)PdOOH, which is relatively
stable at ambient temperature as a solid and structurally
characterizable. A DFT theoretical investigation, carried out
by Goddard and co-workers, of the involved mechanism has
recently appeared in literature that demonstrates how an
insertion mechanism is possible and plausible and supports
the hypothesis that the hydrogen atom abstraction is the key
step of the reaction.16 Namely, hydrogen atom is abstracted
from the Pd center by molecular oxygen to form a HOO
fragment that interacts only weakly with the Pd(I) center.
Rotation of HO2 moiety enables formation of a Pd-O bond
to give the final Pd(II)-hydroperoxo product. A minimum
energy crossing point (MECP) between triplet and singlet
surfaces has been located at the exit channel of the reaction,
whereas the mechanism for the rearrangement of the HOO
fragment to give the hydroperoxide product has not been
individuated. In the same work is discussed the difference
with respect to a previous study of the same authors that
underlined the subordination of the O2 insertion process to
the presence of a H-bond acceptor cis to the hydride.17

Stahl and co-workers have investigated the feasibility of
the Pd(0) direct oxygenation pathway by subjecting
[Pd(0)(IMes)2] (IMes)Mesityl) to one equivalent of a
carboxylic acid (acetic, benzoic, and p-nitrobenzoic) to
produce the trans-[(IMes)2(RCO2)PdH] hydride, which sub-
sequently exposed to O2 yielded the corresponding hydro-
peroxide complex.18 Since the experimental findings could
support both mechanisms, that is direct insertion of O2 into
the Pd(II)-H bond and oxygenation of Pd(0), both pathways

have been considered viable by the authors. Indeed, four
possible alternative pathways have been computationally
examined by Popp and Stahl to probe the reaction mechanism
of the formal insertion of molecular oxygen into the Pd-H
bond of trans-[PdH(OAc)(IMes)2].19 The main conclusion
of this investigation is that the energetically preferred
pathways, exhibiting very similar kinetic barriers, are those
corresponding to (a) hydrogen atom abstraction from the
Pd-H bond by molecular oxygen and (b) reductive elimina-
tion AcOH followed by oxygenation of Pd(0) and proto-
nolysis of the formed η2-peroxo-Pd(II) species. Also in this
last case the proposed steps of the hydrogen abstraction
mechanism are as follows: formation of a HOO moiety as a
consequence of the hydrogen atom abstraction by molecular
oxygen and formation of the final hydroperoxo product
through rearrangement of the HO2 fragment. In analogy with
Goddard’s analysis16 the MECP between singlet and triplet
PESs has been located at the exit channel of the reaction,
but not one of the surmised mechanisms for the rearrange-
ment of the HO2 fragment has been confirmed.

In the framework of a more extended project aiming to
unravel the mechanistic details of the selective oxidation of
organic molecules by molecular oxygen in the presence of
metal catalysts we have theoretically investigated the direct
O2 insertion mechanism for both (tBuPCP)PdH and
[(IMes)2(AcO)PdH] hydrides.20,21 With respect to the pre-
ceding computational analyses carried out on the same
subject16,19 the new results are as follows: the recognition
of a different pathway for the process and the determination
of the rearrangement mechanism of the OOH fragment as
the last step of the overall hydride oxygenation reaction. In
the present work we have examined the possible alternative
mechanisms of the oxygenation process of the Pd-hydride
complex trans-[Pd(H)(O2CR)(IMes)2] with R)CH3, Ph,
p-O2NC6H4 to yield the corresponding hydroperoxide, taking
into account also the influence on the oxygenation pathways
of the employed carboxylic acid. Kinetic measurements,18

indeed, have shown that the reaction rate exhibits a clear
first-order dependence on the concentration of the Pd-hydride,
and the presence of an electron-withdrawing nitro group on
the benzoate ligand significantly enhances the reaction rate
(when R)p-O2NC6H4 the oxygenation is about eight times
faster than when R)Ph). The ligand dependence could
suggest that carboxylate dissociation is the rate determining
step of the process and, as a consequence, supports the re-
action mechanism involving reductive elimination of the
carboxylic acid. Since many questions concerning the
mechanistic details of the Pd-catalyzed oxidation reactions
are still open,22 the results of our computations can contribute
to the determination of the true pathway for the interaction
between molecular oxygen and Pd(II)-H complexes.

2. Computational Details

Geometry optimizations as well as frequency calculations
for all the reactants, intermediates, products, and transition
states have been performed at the Density Functional level
of theory, employing the Becke’s three-parameter hybrid
functional23 combined with the Lee, Yang, and Parr (LYP)24

correlation functional, denoted as B3LYP, as implemented

Scheme 1
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in Gaussian03 code.25 For Pd the relativistic compact
Stuttgart/Dresden effective core potential26 has been used
in conjunction with its split valence basis set. The 6-311G*
basis sets of Pople and co-workers have been employed for
the rest of the atoms. For each optimized stationary point
vibrational analysis has been performed to determine its
character (minimum or saddle point), and zero-point vibra-
tional energy (ZPVE) corrections were included in all relative
energies (∆E). For transition states it was carefully checked
that the vibrational mode associated with the imaginary
frequency corresponded to the correct movement of involved
atoms. Furthermore, the intrinsic reaction coordinate (IRC)27,28

method has been used to assess that the localized TSs
correctly connect to the corresponding minima along the
imaginary mode of vibration.

To speed up calculations the 2,4,6-trimethylphenyl groups
of the IMes ligands have been substituted with methyl ones
to obtain a palladium hydride complex that, although less
sterically hindered, can give analogous results.19 For this re-
ason, from now on we will indicate the 1,3-di(methyl)imi-
dazoline-2-ylidene model of the ligand as IMe, and the
starting points for our study are the trans[(RCO2)(1,3-
di(methyl)imidazoline-2-ylidene)2PdH] species (R)CH3, Ph,
p-O2NC6H4), also abbreviated as trans[(RCO2)(IMe)2PdH].

Both triplet and singlet reaction paths have been examined
and for all the studied species <S2> values have been
checked to assess whether spin contamination can influence
the quality of the results. For triplet state structures no

significant contamination was found by unrestricted calcula-
tions. Unrestricted calculations, instead, revealed in some
cases triplet spin contamination corresponding to <S2>
values close to 1.0. For molecular oxygen, due to the
contamination of the singlet wave function with the triplet
state, a highly stable singlet 1∆g state has been obtained
corresponding to an excitation energy of 10.5 kcal/mol,
compared with the experimental value of 22.5 kcal/mol.29

Adopting the method proposed by Ovchinnikov and Laban-
owski30 for correcting the mixed spin energies and removing
the foreign spin components, a triplet-singlet energy gap of
20.7 kcal/mol was obtained, in very good agreement with
the experimental value. The same scheme was adopted to
correct the triplet contaminated energies of some structures
along the singlet path, as will be underlined in the next
paragraphs.

Solvent effects, both electrostatic and nonelectrostatic,
have been treated implicitly making use of the Tomasi’s
integral equation formalism for the polarizable continuum
model (IEF-PCM)31,32 as implemented in Gaussian03. All
stationary points structures obtained from vacuum calcula-
tions were reoptimized in implicit benzene with the above
IEF-PCM method.

The solvation Gibbs free energies have been evaluated
using the well-known thermodynamic cycle,33 where the
reaction Gibbs free energy in solution, ∆Gsol, is calculated
for each process as the sum of two contributions: a gas-

Figure 1. Calculated B3LYP PESs for the oxygenation reaction of (IMe)2(CH3CO2)Pd(II)-H to give (IMe)2(CH3CO2)Pd(II)-OOH.
Gibbs free energies changes at 298.15 K in benzene are also reported in parentheses. Energies are in kcal/mol and relative to
ground-state reactants. On the left the pathway that involves reductive elimination of CH3COOH (Path A) and on the right the
pathway for the direct O2 insertion (Path B) are reported.
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phase reaction free energy, ∆Ggas, and a solvation reaction
free energy term calculated with the continuum approach,
∆Gsolv:

∆Gsol )∆Ggas +∆Gsolv (1)

The gas-phase reaction free energy is the sum of two parts:
electronic plus nuclear repulsion energy (∆Eele) and thermal
contribution including zero-point energy (∆Ggas )
∆H+T∆S). The last term, T∆S, that is the thermal correction,
is evaluated using the calculated quantum mechanical
vibrational frequencies.

To locate the minimum energy crossing points (MECP)
between the triplet surfaces of reactants and the singlet ones
of the products the methodology introduced by Harvey and
co-workers has been used.34

3. Results and Discussion

Calculated B3LYP PESs for the oxygenation process of
(RCO2)(IMe)2PdH hydrides are drawn in Figures 1–3 for
R)CH3, Ph, p-O2NC6H4, respectively. Both singlet and
triplet PESs have been computed. Relative energies are
calculated with respect to the ground-state reactants asymp-
tote (I(1)+3O2). The energy profile for the steps of the
pathway that, starting from the hydride species I, involves
reductive elimination of RCOOH (R)CH3, Ph, p-O2NC6H4)
to yield Pd(0) complex (II), oxygenation of II to yield the
peroxo complex III, and subsequent protonation to form the

hydroperoxide complex IV are shown on the left side of each
figure (Path A). The calculated PESs for the direct insertion
of O2 into the Pd-H bond of the hydride species to obtain
the same hydroperoxides are drawn on the right side of each
figure (Path B). Relative free energies calculated in benzene
solvent are also reported in Figures 1–3.

The ground-state optimized structure of the reference
hydride species chosen as the starting point for our study is
shown in Figure 4 along with the optimized structure of the
final hydroperoxide complex in the case of R)Ph. Ground-
state geometrical structures of all stationary points intercepted
along the pathway for the (PhCO2)(IMe)2PdH hydride
oxygenation through reductive elimination, Pd(0) oxygen-
ation, and protonolysis of peroxo complex are reported in
Figure 5, whereas ground-state optimized structures of the
sequence of minima and transition states involved by the
direct O2 insertion pathway are shown in Figure 6. In Figures
5 and 6 are sketched also the structures of the calculated
MECPs. Labels employed in Figures 4–6 to individuate
geometrical parameters have to be used to read information
reported in Table 1 for Path A and Table 2 for Path B, which
collect selected bond lengths and angles along with dihedral
angles of stationary points and MECPs for R)CH3, Ph, and
p-O2NC6H4.

In the next two paragraphs we are going to illustrate the
outcomes of our calculations for both Path A and Path B in
the case of R)CH3. Subsequently, the results of our DFT

Figure 2. Calculated B3LYP PESs for the oxygenation reaction of (IMe)2(PhCO2)Pd(II)-H to give (IMe)2(PhCO2)Pd(II)-OOH.
Gibbs free energies changes at 298.15 K in benzene are also reported in parentheses. Energies are in kcal/mol and relative to
the ground-state reactants. On the left the pathway that involves reductive elimination of PhCOOH (Path A) and on the left the
pathway for the direct O2 insertion (Path B) are reported.
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analysis for R)Ph, p-O2NC6H4 will be pointed out for
comparison, and general conclusions on the viability of the
alternative proposed mechanisms will be drawn.

3.1. Mechanism Proceeding via the Pd(0) Interme-
diate. The first step of the mechanism that involves formation
of the Pd(0) species proceeds by reductive elimination of
CH3COOH from the initial Pd-hydride complex (Step I f
II). As shown in Figure 1 the transition state TS1(1), which
the reaction evolves through is very high in energy, with a
calculated relative energy of about 31 kcal/mol both in gas
phase and in solution. An inspection of Figure 1 clearly
shows that this is the rate-determining step of the overall
transformation. The calculated imaginary frequency is 485i
cm-1 and is mainly associated with the displacement of the

hydrogen atom from palladium to carbon atom. In the next
minimum intercepted along the PES, II ·HX(1), the car-
boxylic acid molecule still interacts with the Pd(0) formed
species, and the process results to be endothermic by 4.7
kcal/mol (4.1 kcal/mol in gas phase). Formation of final
products, upon reductive elimination of CH3COOH from the
initial Pd-H complex, is practically thermoneutral in solvent
and endothermic by 15.2 kcal/mol in gas phase. The reaction
between the formed Pd(0) complex with triplet molecular
oxygen (Step IIfIII) requires that both singlet and triplet
multiplicities are examined and leads initially to the forma-
tion of an η1-O2 adduct, II ·O2, in which the IMe ligands
retain their trans configuration. A stable closed-shell singlet
complex, III, is formed by surpassing a low energy barrier
(6.4 kcal/mol in solvent and 10 kcal/mol in gas phase)
corresponding to the transition state, TS2(3), for the IMe
ligands trans to cis isomerization. The characteristics of this
adduct III (O-O distance of 1.4 Å and O-O stretching
frequency of 978 cm-1) allow us to design it as a η2-
peroxide.35 Due to the multiplicity change, in this region of
the PES the system must undergo a spin inversion that takes
place after passage of the TS2 transition state. In the
framework of the Two-State Reactivity paradigm36 such a
kind of spin crossover is not considered a rate-limiting factor
as it involves species that are formed with excess energy,
and even electronically excited states become accessible.
Following the procedure outlined before, the MECP between
the triplet and singlet surfaces has been individuated, and
the structure at this point, MECP1, exhibits a geometry very

Figure 3. Calculated B3LYP PESs for the oxygenation reaction of (IMe)2(p-O2NC6H5CO2)Pd(II)-H to give (IMe)2(p-
O2NC6H5CO2)Pd(II)-OOH. Gibbs free energies changes at 298.15 K in benzene are also reported in parentheses. Energies are
in kcal/mol and relative to the ground-state reactants. On the left the pathway that involves reductive elimination of
p-O2NC6H5COOH (Path A) and on the right the pathway for the direct O2 insertion (Path B) are reported.

Figure 4. Ground-state optimized structures of the Pd(II)-H
and Pd(II)-OOH complexes in the case of R)Ph. Labels
employed to individuate geometrical parameters have to be
used to read information reported in Tables 1 and 2.
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similar to TS2(3). Crossing point relative energy calculated
in gas phase is reported in Figure 1. The third and final step
(Step IIIfIV) of the examined pathway involves proto-
nolysis of the Pd-O bond of the η2-peroxo complex III.
Computational analysis shows that initially CH3COOH
weakly interacts with III to give a hydrogen-bonded
complex, III ·HX, stabilized by 4 kcal/mol in solvent (9.6
kcal/mol in gas phase) with respect to ground-state reactants
asymptote. Formation of the final hydroperoxide complex
IV takes place overcoming an energy barrier of 23.6 and
21.2 kcal/mol in solvent and in gas phase, respectively,
corresponding to the TS3(1) transition state. The normal
mode associated with the imaginary frequency, calculated
to be 161i cm-1, corresponds to the concerted cis to trans
isomerization of the IMe ligands, proton transfer from acetic
acid to one of the oxygen atoms of the peroxide, and
coordination of the formed acetate to the Pd center. As a
result, the final singlet hydroperoxide product (CH3CO2)-
(IMe)2Pd-OOH in its trans configuration is obtained, and
the overall process is calculated to be exothermic by 8.0 kcal/
mol in benzene solvent and 17.1 kcal/mol in gas phase.

3.2. Mechanism of Direct Dioxygen Insertion into
the Pd-H Bond of trans-[(CH3COO)(IMe)2Pd(H)]. Along
the triplet pathway (see Path B Figure 1) the interaction of
oxygen with the trans[(IMe)2(CH3COO)Pd-H] complex

leads to the formation of a weakly bound van der Waals
complex, I ·O2(3), that is stabilized by about 1 kcal/mol in
solution. The fully optimized structure of the corresponding
complex in a singlet state is substantially different as O2

coordinates directly to the Pd(II) center. The formed adduct,
I ·O2(1), is not stable and lies about 21 kcal/mol above the
entrance channel of separated reactants in gas phase and 32.6
kcal/mol above, when solvation effects are included. The
reported energy for this complex has been properly corrected,
following the mentioned scheme,30 since unrestricted cal-
culations on this adduct showed a significant amount of triplet
spin contamination.

The next step of the reaction, that results to be the rate-
determining one, involves the abstraction of the hydrogen
atom from the palladium center by O2. This step requires an
activation energy of 15.6 kcal/mol in solution and 22.9 kcal/
mol in gas phase for the formation of the TS4(3) transition
state. In going from the first adduct to TS4(3) the Pd-H
bond distance stretches from 1.565 to 1.763 Å, and at the
same time the O-O bond length increases from 1.205 to
1.278 Å. The O-H distance is 1.237 Å indicating that the
bond between oxygen and hydrogen is forming. The imagi-
nary frequency for TS4(3) transition state is calculated to
be 1516i cm-1 and clearly corresponds to the movement of
the hydrogen atom detaching from Pd and bonding to O

Figure 5. Ground-state optimized structures of stationary points and MECP intercepted along Path A in the case of R)Ph.
Labels employed to individuate geometrical parameters have to be used to read information reported in Tables 1 and 2.
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atom. As a result, an intermediate is formed in which a
peroxyl HOO radical is coordinated to the T-shaped Pd(I)
complex through a weak interaction between hydrogen and
Pd atoms. Indeed, this intermediate is only slightly more
stable than TS4(3) both in gas phase and solution. Along
the singlet surface, instead, once molecular oxygen ap-
proaches the Pd center, at a distance of 1.472 Å between
the closest oxygen and hydrogen, a transition state, TS4(1),
has been intercepted and characterized. Also for this singlet
transition state, which is less stable than the separate reactants
by 35.4 kcal/mol in solution (28.4 kcal/mol in gas phase),
the energy has been corrected for spin contamination. From
TS4(1) the reaction proceeds to yield a stable singlet
intermediate, V(1), whose formation is endothermic by 2.9
kcal/mol in gas phase and 10.3 kcal/mol in benzene. The
main feature of this intermediate is that the hydrogen atom
is bonded (H-O)0.963 Å) to the proximal oxygen. Until
now the existence of this kind of intermediates has not been
evidenced by previous theoretical investigations.16,19 IRC
calculations confirmed that the TS4(1) transition state is
connected to both reactant I ·O2(3) and product IV(1). The
analysis of the structures along the reaction coordinate from
the transition state to the IV(1) intermediate shows that the

hydrogen atom approaches the proximal oxygen lengthening
the O-O bond, whereas the distal oxygen atom rotates
upward.

Since the singlet state of the IV(1) intermediate is more
stable than the triplet one, in this region of the PES the
system undergoes a spin inversion that takes place after
passage of the TS4(3) transition state. Also in this case the
spin crossover occurs after formation of the transition state
and, as a consequence, cannot be considered a rate-limiting
factor.35 Relative energy calculated in gas phase of the
minimum energy crossing point, MECP2, is reported in
Figure 1. The crossing occurs in the vicinity of the triplet
transition state, and the MECP2 structure lies very close in
energy to the preceding transition state. It is worthwhile to
underline that all the attempts to individuate a singlet
intermediate with a structure analogous to that of the triplet
complex were unsuccessful in spite of the numerous strate-
gies used to find it out.

Formation of the final hydroperoxo palladium(II) complex,
along the singlet pathway involves breaking the bond
between the proximal oxygen and the Pd center that makes
a new bond with the distal oxygen. Triplet hydroperoxide
product formation involves, instead, rearrangement of the
HOO fragment in such a way that terminal oxygen and
hydrogen atoms move in opposite directions toward and
away from the Pd center, respectively. Both the correspond-
ing transition states, TS5(1) and TS5(3), have been inter-
cepted and confirmed by IRC analysis. The singlet TS5(1)
structure lies 10.5 kcal/mol, 20.5 kcal/mol when solvent
effects are included, above the reactants dissociation limit
and is characterized by an imaginary frequency of 339i cm-1.
Along the triplet PES the TS5(3) structure is destabilized
respect to reactants by 19.6 kcal/mol in gas phase and by
28.9 kcal/mol in benzene, and the corresponding imaginary
frequency is calculated to be 102i cm-1.

Compared to the exothermic formation of the hydroper-
oxide product in its singlet multiplicity, IV(1), the overall
conversion process of the palladium hydride to the Pd-OOH
species, IV(3), along the spin conserving triplet surface is
endothermic by 17.4 kcal/mol in gas phase and 24.3 kcal/
mol in solvent.

3.3. Overall Mechanism for the RCO2H Reductive
Elimination Pathway with R)Ph, p-O2NC6H4. As it
appears, at a first glance, from the comparison between the
left sides of Figures 1,2, and 3 the presence of a different
ligand does not introduce any significant qualitative change
in the calculated energy profiles. We briefly comment the
quantitative description of the envisaged multistep mecha-
nism focusing our attention on those changes that could have
an influence on the determination of the most likely pathway
among the two proposed ones.

The first step of the process, that is reductive elimination
of the carboxylic acids, involves again formation of the weak
hydrogen-bonding adduct II ·HX(1) that occurs surmounting
a high free energy barrier (see Figures 2 and 3), correspond-
ing to the TS1(1) transition state, of 34.4 kcal/mol for R)Ph
and of 31.3 kcal/mol for R)p-O2NC6H4. These values are
very similar to that computed for the examined acetic acid
and confirm that this is the rate-determining step of the whole

Figure 6. Ground-state optimized structures of stationary
points and MECP intercepted along Path B in the case of
R)Ph. Labels employed to individuate geometrical param-
eters have to be used to read information reported in Table
2.
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oxygenation pathway. Formation of the Pd(0) complex is
more endothermic for both R)Ph and R)p-O2NC6H4 with
respect to the elimination of acetic acid as well as, conse-
quently, formation of the subsequent two minima and
transition state since the (IMe)2Pd(0) oxygenation step does
not depend on the employed carboxylic acid. Identical is also
the structure of the minimum energy crossing point, MECP1,
between the triplet and singlet surfaces.

The interaction of the carboxylic acid RCOOH with the
η2-peroxo complex III(1) is exothermic in solvent by -6.8
and -3.3 kcal/mol with respect to ground-state reactants
asymptote for R)Ph and p-O2NC6H4, respectively. The free
energy barrier that is necessary to surmount to obtain the
final hydroperoxide product IV is 14.6 kcal/mol for R)Ph
and 10.5 kcal/mol for R)p-O2NC6H4. Proton transfer from
the carboxylic acid to one of the oxygen atoms of the
peroxide, coordination of the formed anion to the Pd center,
and cis to trans isomerization of the IMe ligands allow
formation of the final singlet hydroperoxide complex (RCO2)-
(IMe)2Pd-OOH in its trans configuration. The overall process
is calculated to be exothermic by about 8 kcal/mol in benzene
solvent for both R)Ph and p-O2NC6H4, being that this value
is very close to that calculated in the case of the reductive
elimination of acetic acid.

3.4. Mechanism of Direct Dioxygen Insertion into
the Pd-H Bond of trans-[RCOO)(IMe)2Pd(H)] with
R)Ph and p-O2NC6H4. As it was pointed out yet in the
previous paragraph, no significant qualitative differences
emerge between the calculated energy profiles when the right
sides of Figures 1, 2, and 3 are compared. However, it is
worth highlighting some quantitative differences. The inter-
action of triplet oxygen with the trans-[(RCO2)(IMe)2PdH]
complex leads to the formation of a weakly bound van der
Waals complex, II ·HX(1), that is endothermic in solvent
by about 7 kcal/mol both for R)Ph and R)p-O2NC6H4 and
more endothermic than R)CH3. Along the triplet surface
the reaction evolves through the abstraction of the hydrogen
atom from the palladium center by O2. This step takes place
overcoming a free energy barrier of 24.8 and 22.7 kcal/mol
for R)Ph and R)p-O2NC6H4, respectively, corresponding
to the formation of the TS4(3) transition states. The
imaginary frequencies that confirm the nature of these
stationary points correspond to the shift of the hydrogen atom
from Pd to one of the O atoms. The intermediate V(3) that
is formed can be again classified as an adduct in which the
peroxyl HOO radical is coordinated to the T-shaped Pd(I)
complex through a weak interaction between hydrogen and
Pd atoms. Indeed, this reaction intermediate lies just a few

Table 1. Selected Geometrical Parameters of Ground-State Reactants, Products, Intermediates, MECP, and Transition
States Computed along Path Aa

I(1)(exp) TS1(1) II ·HX(1) II(1) II ·O2 (3) TS2(3) MECP1 III(1) III ·HX(1) TS3 (1) IV(1)

d1 2.052 2.065 2.053 2.047 2.074 2.103 2.099 2.061 2.032 2.227 2.073
2.045(2.016) 2.059 2.052 2.027 2.218 2.071
2.053 2.059 2.053 2.025 2.215 2.071

d2 2.050 2.058 2.053 2.047 2.072 2.105 2.099 2.061 2.061 2.001 2.058
2.051(2.022) 2.058 2.052 2.061 2.006 2.061
2.053 2.057 2.053 2.059 2.005 2.064

d3 1.565 1.510 2.173 - - - - - - - -
1.563(1.540) 1.510 2.154
1.559 1.510 2.102

d4 2.185 2.932 3.840 - - - - - 3.383 2.903 2.097
2.187(2.134) 3.039 3.819 3.379 3.145 2.106
2.195 3.116 3.816 3.399 3.238 2.113

d5 - - - - 2.392 2.256 2.279 2.036 2.009 1.982 2.030
2.008 1.980 2.027
2.007 1.979 2.016

d6 - - - - 1.259 1.284 1.305 1.400 1.418 1.373 1.454
1.420 1.371 1.452
1.422 1.374 0.967

d7 - - - - - - - - 1.551 1.067 0.966
1.498 1.048 0.966
1.424 1.035 1.452

d8 - 2.414 1.000 1.031 1.435 -
- 2.517 1.014 - - - - - 1.046 1.479

2.578 1.024 1.074 1.514
d9 3.218 2.572 2.312 2.036 2.084 2.539 -

- - - - 2.089 2.574
2.097 2.579

r 120.5 88.8 74.8 69.9 72.6 96.7 113.4
- - - - 72.9 98.7 113.5

76.2 99.0 101.3
� - - - - - 104.0 96.7 101.2

- - - 97.9 103.7 101.3
102.6 103.5 113.7

γ 175.9 175.1 178.5 179.9 174.6 127.2 119.8 105.8 100.8 140.5 177.6
175.3 175.1 179.2 100.2 150.8 177.2
174.5 174.8 178.7 99.8 150.6 177.4

θ 48.6 -71.1 0.0 - - - - - - - -
10.9 -67.4 0.0
0.3 -69.7 0.0

a Available experimental geometrical parameters for the benzoate analogue of the hydride complex are also reported in
parentheses.Values are reported in bold for R)CH3, in italic for R)Ph, and in regular for p-O2NC6H4CO2. Bond lengths are in Å and angles
are in degrees. θ ) N-C-C-N dihedral angle to individuate relative positions of IMe ligands.
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kcal/mol below the TS4(3) transition state for both PhCO2

and p-O2NC6H4CO2 ligands.
Along the singlet surface, instead, overcoming the energy

barrier for the intercepted transition state, TS4(1), allows
the formation of a singlet intermediate, V(1), whose main
feature is that the hydrogen atom is bonded to the proximal
oxygen. Also in this case IRC calculations confirmed that
the TS4(1) transition states are connected to both reactant
II ·O2(1) and product V(1). Formation of the singlet inter-
mediate V(1) is more favorable with respect to formation of
the corresponding triplet intermediate by about 10 kcal/mol
in solvent, as for R)CH3. This means that the system must
undergo a spin inversion that takes place after passage of
the TS4(3) transition state. Geometrical parameters of the
computed structures of the minimum energy crossing points,
MECP2, between the triplet and singlet surfaces, are reported
in Table 2, and their relative energies calculated in gas phase
are reported in Figures 2 and 3 for R)Ph and R)p-O2NC6H4,
respectively.

Formation of the final palladium(II) hydroperoxo product
takes place, along the singlet pathway, through the TS5(1)
transition state that lies 19.7 kcal/mol for R)Ph and 21.6

kcal/mol for R)p-O2NC6H4 above the ground-state reactants
asymptote. Rearrangement of the HOO fragment, instead,
allows triplet hydroperoxide product formation through the
corresponding less stable, for both benzoate and p-nitroben-
zoate ligands, TS5(3) transition states. Energetics of the
hydroperoxide product reaction formation along both singlet
and spin conserving triplet surfaces have been reported in
the preceding paragraph.

3.5. Preferred Mechanism and Ligand Influence. The
detailed and systematic analysis of the two viable pal-
ladium-hydride oxygenation pathways carried out in this
work reveals that the free activation energies for the rate
determining-step of Path A and Path B are different
enough, in spite of the intrinsic uncertainties of DFT
computations, to determine which is the preferred mech-
anism. When the involved carboxylic acid is the acetic
acid, the calculated barrier for the CH3COOH reductive
elimination initial step (Path A) is 31.2 kcal/mol in gas
phase and 31.0 kcal/mol when salvation effects are
included. The rate-determining step barrier that is neces-
sary to overcome, instead, for the abstraction of the
hydrogen atom by molecular oxygen (Path B) is 15.6 and
22.9 kcal/mol in gas phase and in benzene, respectively.
The two examined mechanisms exhibit the same difference
in the calculated activation barriers relative to the rate-
determining step even when the ligands coordinated to
the Pd center of the initial Pd-hydride complex are PhCO2

and p-O2NC6H4CO2. Indeed, free activation energies
calculated in solvent are 34.4 and 24.8 kcal/mol for the
reductive elimination and hydrogen atom abstraction steps,
respectively when R)Ph. Analogous barriers are 31.3 and
22.7 kcal/mol when R)p-O2NC6H4. Therefore, on the
basis of our results the oxygenation reaction is more likely
to evolve through direct insertion of molecular oxygen
into the Pd-H bond of the initial hydride complex. This
conclusion is reinforced by the favorable comparison
between the experimental activation energy, determined
to be 24.4(5) kcal/mol for the benzoate ligand,18 and the
corresponding calculated value of 24.8 kcal/mol. In
addition, the experimentally detected enhancement of the
oxygenation rate due to the presence of the nitro group
on the benzoate ligand corresponds to the lower activation
energy calculated by us for R)p-O2NC6H4.

Conclusions

A detailed DFT study of the mechanism for the conver-
sion of the Pd(II)-hydride complex, (IMe)2(RCO2)PdH
(R)CH3, Ph, and p-O2NC6H4), to the corresponding
Pd(II)-hydroperoxide in the presence of molecular oxygen
has been carried out with the aim to probe the alternative
reaction pathways, both considered viable on the basis
of current data, of direct O2 insertion, and slow reductive
elimination followed by oxygenation. The outcome of
our computational analysis supports the mechanism of
direct insertion of molecular oxygen into the Pd-H bond
of the initial complex. The activation energy relative to
the rate-determining step of the direct insertion pathway
is calculated to be lower than the activation energy of
the rate determining step of the alternative pathway that

Table 2. Selected Geometrical Parameters of
Ground-State Intermediates, MECP, and Transition States
Computed along Path Ba

I ·O2 (3) TS4(3) MECP2 V(1) TS5(1)

2.051 2.063 2.093 2.075 2.074
d1 2.052 2.064 2.091 2.073 2.073

2.052 2.066 2.092 2.074 2.072
2.049 2.063 2.082 2.066 2.042

d2 2.049 2.062 2.106 2.064 2.042
2.051 2.062 2.108 2.066 2.044
1.565 1.762 2.452

d3 1.562 1.764 2.455 - -
1.559 1.764 2.457
2.186 2.220 2.226 2.070 2.066

d4 2.191 2.218 2.263 2.076 2.069
2.199 2.227 2.284 2.082 2.075
4.662 3.679 3.449 2.999 2.478

d5 4.573 3.649 3.444 3.000 2.476
4.548 3.646 3.441 2.990 2.468
1.205 1.277 1.352 1.481 1.517

d6 1.205 1.277 1.351 1.479 1.518
3.466 1.235 1.348 0.964 0.965
3.386 1.237 0.984 0.963 0.965

d7 3.488 1.239 0.983 0.963 0.965
1.205 1.276 0.983 1.478 1.519

2.735 2.086 2.258
d9 - - 2.737 2.088 2.251

2.731 2.083 2.243
48.0 39.7 63.5

r - - 47.7 39.7 63.4
47.8 39.8 63.3

111.1 106.7 101.8 101.8
� - 111.2 106.5 101.7 101.7

111.2 106.7 101.8 101.7
176.1 174.4 177.7 177.2 176.9

γ 175.8 175.2 178.3 177.6 177
175.3 174.7 178.2 178.0 177.5
47.8 48.2 17.4 6.4 10.2

θ 49.2 8.1 26.9 7.1 9.7
49.7 2.1 27.4 6.7 8.1

a Values are reported in bold for R)CH3, in italic for R)Ph,
and in regular for p-O2NC6H4CO2. Bond lengths are in Å and
angles are in degrees. θ ) N-C-C-N dihedral angle to
individuate relative positions of IMe ligands.
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involves the carboxylic acid reductive elimination,
whatever ligand (CH3CO2, Ph, CO2, p-O2NC6H4CO2) is
coordinated to the Pd center. The calculated free activation
energy of the rate-determining hydrogen abstraction step
(∆G* ) 24.8 kcal/mol) in the case of the oxygenation
reaction of the benzoate-ligated Pd(II)-hydride complex
is in very good agreement with the value experimentally
determined (∆G* ) 24.4 kcal/mol). In addition, according
to the experimentally detected enhancement of the reaction
rate due to the presence of the nitro group on the benzoate
ligand, our calculations show that the transition state for
the hydrogen atom abstraction by molecular oxygen lies
lower in energy along the pathway for the oxygenation
reaction of (IMe)2(p-O2NC6H4CO2)PdH.
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Abstract: The temperature steers the equilibrium and nonequilibrium conformational dynamics
of macromolecules in solution. Therefore, corresponding molecular dynamics simulations require
a strategy for temperature control which should guarantee that the experimental statistical
ensemble is also sampled in silico. Several algorithms for temperature control have been
proposed. All these thermostats interfere with the macromolecule’s “natural” dynamics as given
by the Newtonian mechanics. Furthermore, using a single thermostat for an inhomogeneous
solute-solvent system can lead to stationary temperature gradients. To avoid this “hot solvent/
cold solute” problem, two separate thermostats are frequently applied, one to the solute and
one to the solvent. However, such a separate temperature control will perturb the dynamics of
the macromolecule much more strongly than a global one and, therefore, can introduce large
artifacts into its conformational dynamics. Based on the concept that an explicit solvent
environment represents an ideal thermostat concerning the magnitude and time correlation of
temperature fluctuations of the solute, we propose a temperature control strategy that, on the
one hand, provides a homogeneous temperature distribution throughout the system together
with the correct statistical ensemble for the solute molecule while, on the other hand, minimally
perturbing its dynamics.

1. Introduction

Molecular dynamics (MD) simulations using molecular
mechanics (MM) force fields have become a widespread tool
to study the equilibrium conformational dynamics of proteins
and peptides in solution,1 including processes of folding and
refolding.2 More recently, also nonequilibrium processes
have been simulated in which a protein or peptide is
destabilized, for example by applying an external force
mimicking the action of an atomic-force microscope,3–5 by
exerting internal mechanical strain,6,7 by introducing point
mutations into the protein sequence,8,9 or simply by elevating
the temperature.9,10

The behavior of proteins in solution is steered by the
thermodynamic conditions, notably by the temperature. The
native state is stable only within a certain temperature range;
processes of hot and cold unfolding have been observed.11

The temperature influences the stability and function of
proteins not only directly by changing the relative importance

of the entropy but also indirectly via certain temperature
dependent solvent properties such as the dielectric constant12

or the viscosity.13 Therefore, if one wants to describe
experiments on proteins by MD simulations, the temperature
must be properly controlled.

Clearly, an adequate method for temperature control is not
the only precondition if one aims at quantitative descriptions
of experimental data. In this respect, the quality of the
employed force field, the sufficiency of statistical sampling
achieved by finite simulation times, and other technical issues
are also questions of concern.14 However, the temperature
is of key importance because many experimental observables
that can be compared with the information obtained from
MD simulations sensitively depend on this parameter.
Examples are the temperature factors in X-ray crystal-
lography,15 the proton exchange and spin relaxation rates in
nuclear magnetic resonance spectroscopy [see ref 16 and
references therein], and the fluorescence depolarization
rates17 as well as the thermodynamical measures of protein
stability.18* Corresponding author e-mail: tavan@physik.uni-muenchen.de.
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The requirement of proper control does not only apply to
the temperature, i.e. the average kinetic energy of the system,
but also to other ensemble properties (e.g., energy fluctua-
tions) associated with experimental observables. Thus, in a
broader sense, the problem of temperature control in MD
simulations is also that of generating the correct statistical
ensemble (usually canonical or isothermal-isobaric). The
accurate generation of a specific statistical ensemble by
means of a MD simulation is also relevant for the application
of generalized ensemble techniques like replica exchange
molecular dynamics19–21 which has recently become very
popular in order to enhance the sampling efficiency. These
techniques rely on the assumption that the applied MD
method samples the canonical ensemble at the respective
temperature.

When simulating macromolecules in solution, the solvent
environment, which is essential for the properties of the
solute, can either be treated implicitly using continuum
approximations or explicitly by including part of the solvent
into the simulation system.14 The following discussions
exclusively deal with the latter case and are devoted to the
task of controlling the temperature of a solute macromolecule
in explicit solvent. This task can comprise additional
challenges if nonequilibrium relaxation processes are studied.
Here, frequently, energy is released in one part of the system
and then dissipated into the rest of the simulation box, e.g.
from a solute molecule to the surrounding solvent. Since the
kinetics of energy relaxation and heat transport can influence
the dynamical properties of the solute,22 any applied tem-
perature control method should make sure that the natural
energy relaxation processes are unimpaired.

Generally, the ideal temperature control scheme for
solute-solvent systems would be to simulate the complete
simulation system microcanonically, i.e. at constant total
energy in the NVE ensemble. One can show23 that, in this
situation, an arbitrary subset of degrees of freedom in thermal
contact with the rest of the system (e.g., the solute’s kinetic
degrees of freedom) will sample the canonical ensemble if
the energy fluctuations of the subsystem are insignificant
compared with the total energy in the rest of the system.
Furthermore, one can show that the subsystem will sample
the isothermal-isobaric ensemble if also the subsystem’s
volume fluctuations are negligible compared with the volume
of the rest of the system. Finally, one expects that all those
configurational degrees of freedom of the solute which
directly interact with the solvent system will sample the
canonical or isothermal-isobaric ensemble, respectively, if
additionaly the solute-solvent interaction energy is neglib-
ible compared with the solvent-internal interaction energy.
In MD simulations systems, the latter condition is fulfilled
if the solvent atoms by far outnumber those of the solute.
Concurrently, by using the NVE approach, the solute’s
Newtonian dynamics are left completely undisturbed. The
NVE strategy has been recommended24 for studies of protein
folding kinetics and is occasionally applied25,26 to eliminate
a putative influence of thermostat algorithms on the simulated
dynamics.

Unfortunately, the simple NVE strategy is not easily
applied to extended MD simulations. Numerical inaccuracies

associated with approximation schemes serving to speed up
the computations generally lead to a violation of energy
conservation. For example, heating may be caused by certain
approximatetreatmentsoflong-rangeelectrostaticinteractions27,28

or by integrating the equations of motion with multiple-time-
step algorithms.29 Cooling may occur, for instance, if
constraining bond lengths or angles with a too loose
tolerance30 or if neighbor lists for the calculation of the van
der Waals interactions are not updated frequently enough.31

The defect of energy conservation could, in principle, be
compensated by using an ergostat algorithm which would
just scale the velocities of all atoms at every time step by an
appropriate factor to keep the total energy exactly constant.
However, the rates of algorithmic energy drift can vary
among the constituents of an inhomogeneous simulation
system leading to unphysical steady state temperature gra-
dients,32 a problem sometimes referred to as the “hot-solvent/
cold-solute” problem.33 For example, such a gradient can
result from an approximate treatment of the electrostatic
interactions, which may render a mildly polar solute less
affected by algorithmic noise than a strongly polar aqueous
solvent.32,34,35

Thus, specifically for equilibrium simulations of macro-
molecules in solution, the applied temperature control has
to fulfill an important requirement: The temperature distribu-
tion has to be homogeneous throughout the inhomogeneous
simulation system. As a strategy guaranteeing such a
homogeneous temperature distribution it has been suggested
to couple the subsystems independently to separate thermo-
stats.36 Further below we will check this strategy among
others because it is the central aim of this work to determine
an optimal strategy for generating a homogeneous temper-
ature distribution in solute-solvent simulation systems.

From a general point of view, the appropriateness of a
given temperature control method involves the following
three aspects:

a) Thermodynamics: Does the method generate the
expected thermodynamical ensemble in principle (i.e., with
simulations of infinite length and in the absence of numerical
errors)?

b) Ergodicity: Does the method generate the expected
ensemble within the time typically covered by modern MD
simulations?

c) Dynamics: Is the time dependence and spatial distribu-
tion of the thermostatic forces realistic? For a solute in
solution, for example, one would prefer to have no such
forces at all beyond the thermostatting Newtonian interac-
tions with the solvent.

A number of different algorithms has been proposed as
realizations of the required thermostats (for a review see ref
36). Each of these algorithms has its specific merits and
drawbacks. A critical discussion of these issues is another
goal of our study.

For example, the widely used Berendsen thermostat37 (BT)
has the advantage to couple only weakly to the dynamics of
the controlled system (see the original paper ref 37 for this
issue). On the other hand, it is clear from theoretical
considerations that the BT does not create a canonical
distribution of microstates,40 i.e. it introduces artifacts of type

1294 J. Chem. Theory Comput., Vol. 4, No. 8, 2008 Lingenheil et al.



a). Furthermore, the BT violates energy equipartition by
redistributing energy from high to low frequency modes,
which leads to the so-called “flying-ice-cube effect”.38,39 It
is unclear whether this effect is specific to the Berendsen
method and closely related methods or it can occur with any
thermostat belonging to the more general class of velocity
rescaling algorithms.38

The more strongly coupling Nosé-Hoover thermostat41,42

(NHT) is theoretically expected to generate the canonical
distribution of microstates if certain conditions are obeyed
thus conforming with the above question a).43 However,
within the time covered by a typical MD simulation,
amplitudes of temperature fluctuations were observed which
were by 1 order of magnitude larger than those expected for
a canonical ensemble.44 Several studies42,44–47 have shown
that Nosé-Hoover coupled systems do not necessarily acquire
ergodicity in a reasonable time [cf. question b) above] if these
systems are small, stiff, or at low temperatures. Additionally,
by its very construction as a velocity rescaling algorithm,
also the NHT could show the flying-ice-cube artifact
(although we are not aware of any reports on a corresponding
example).

As a reaction to these problems, modifications to both the
Berendsen and Nosé-Hoover schemes have been proposed.
The most frequently employed variant of the Nosé-Hoover
thermostat is the so-called Nosé-Hoover chain,48 which has
been successfully tested by Cheng and Merz33 as a remedy
to the hot-solvent/cold-solute problem. No artifacts or
deviations from the canonical ensemble have been reported
so far. Only recently, Bussi et al.49 suggested a modification
of the Berendsen scheme in order to reliably generate a
canonical distribution for systems that otherwise would
sample the microcanonical ensemble. Both, the Nosé-Hoover
chain and the modified Berendsen thermostat induce tem-
perature fluctuations of the correct size by artificially scaling
the atomic velocities. For systems, however, which anyway
sample the canonical ensemble, such a thermostat introduces
an unnecessary perturbation of the dynamics, i.e. artifacts
of type c). The generic example for such a system is a solute
molecule in a sufficiently large explicit solvent system,
which, as discussed above, always samples a canonical
ensemble although possibly at the wrong temperature because
of algorithmic inaccuracies.

Concerning temperature control of macromolecules in
solution, we want to show how one can (i) generate the
appropriate ensemble for the solute molecule in adequate
time, (ii) leave invariant the time scales of energy relaxation
and of equilibrium fluctuations, and (iii) guarantee a homo-
geneous temperature distribution in equilibrium simulations
with (iv) minimal perturbation of the solute’s Newtonian
dynamics.

For this purpose we will scrutinize in section 2 the existing
temperature control scenarios for MD simulations of
solvent-solute systems by partially recollecting and partially
developing associated theoretical concepts. These consider-
ations will lead to the definition of strategies for a minimally
invasive control of a solute temperature. In section 3 we will
sketch the methods which we employed in a series of quite
extended test simulations on peptides in aqueous solution.

As explained in section 4, these simulations were specifically
designed to estimate the extent to which the theoretically
expected effects of temperature control do actually modify
the properties of a solute peptide. Section 5 discusses the
results and suggests a practical procedure ensuring a
minimally invasive temperature control.

2. Theory

Thermostats. The most widely used class of thermostat
algorithms is based on the rescaling of atomic velocities.
The equation of motion for an atom which belongs to a
system under the rule of such a thermostat is

mir̈i(t))Fi,ff(t)-miγ(t)ṙi(t) (1)

Here, the acceleration r̈i(t) of atom i is caused not only by
the forces Fi, ff(t) derived from an MM force-field but also
by a second term Fi, therm(t) ≡ -miγ(t)ṙi(t), which is propor-
tional to the atom’s velocity ṙi(t) and to a generally time
dependent thermostat parameter γ(t).

In the Berendsen scheme, γ(t) is directly given in terms
of the instantaneous kinetic temperature50 T(t) by

γ(t)) 1
2τ[1-

T0

T(t)] (2)

with τ denoting the coupling time and T0 the target
temperature. For the Nosé-Hoover41,42 thermostat, γ(t) is
coupled on a time scale τNHT to T(t) by the differential
equation

dγ
dt

) 1

τNHT
2 [T(t)

T0
- 1] (3)

Perturbation of the Dynamics. Every thermostat which
is described by eq 1 perturbs the Newtonian dynamics
generated by the forces Fi, ff(t) through the admixture of
additional thermostatic forces Fi, therm(t). For a solute-solvent
system, these thermostatic forces introduce artifacts of type
c) concerning the dynamics (cf. section 1). The resulting
perturbation can be measured for a selected atom i by the
quotient

�i
2 ≡ 〈Fi,therm

2 〉D ⁄ 〈Fi,ff
2 〉D (4)

where the brackets 〈 ...〉D denote temporal averages over a
simulation of a given duration D. The perturbation quotients
(4) will depend on the system size and on the particular
thermostat, i.e. on the form of γ(t), as well as on the coupling
time.

The perturbation quotients �i are strictly local measures
for the influence of a thermostat on a simulated dynamics.
However, one may also consider the local perturbation
inflicted on a certain group G of atoms within a simulation
system, e.g. on the CR-atoms of a solute peptide embedded
in a solvent environment. Then the root mean quotient �jG ≡
√〈�i

2〉G over the �i
2 belonging to G can be used to compare

how the dynamics of a solute is perturbed in different
solute-solvent systems.

Instead of calculating the averages 〈Fi, therm
2 〉D required for

the evaluation of the �i
2 directly from a simulation, one can

also give a simple estimate for these average square forces.
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Assuming a sufficiently large simulation system, the veloci-
ties of the individual atoms will negligibly contribute to the
temperature T(t). Hence, the correlation of γ2 and ṙi

2 vanishes
and one obtains

〈Fi,therm
2 〉D ) 〈mi

2γ2ṙi
2〉D )mi

2〈γ2〉D〈 ṙi
2〉D (5)

Assuming furthermore that the system is in equilibrium, that
the atomic velocity distributions are undisturbed by the
thermostat, and that the system is free of internal constraints
(such as fixed bond lengths), the mean square velocity of
atom i is expected to be 〈 ṙi

2〉D ≈ 3kBT̂/mi, where T̂ ) 〈T〉D is
the average temperature determined from the simulation.
Equation 5 then becomes

〈Fi,therm
2 〉D ≈ 3mikBT̂〈γ2〉D (6)

We will check this estimate by sample simulations and show
that it already holds for relatively small systems.

Inserting the estimate 6 into eq 4, one can recognize that
the perturbation quotients of a given system which is
simulated with different thermostatic strategies solely differ
with respect to 〈γ2〉D. Thus, in this case, comparisons of the
mean square scaling activities 〈γ2〉D suffice for the evaluation
of different thermostatic strategies concerning the size of
local perturbations of the dynamics. However, thermostats
do not only cause local perturbations of the Newtonian
dynamics but may also interfere with ensemble properties
like, for example, size and time scales of the temperature
fluctuations.

Temperature Fluctuations. In an MD simulation, the
statistics of the temperature fluctuations provides a probe
for artifacts of type a) and b) pertaining the generation of
the desired ensemble (section 1). For a system in contact
with a heat bath of temperature Tb, the distribution of
microstates is either given by the canonical or by the
isothermal-isobaric ensemble. However, with respect to the
temperature fluctuations, both ensembles are equal. The
associated probability density F(T) for the instantaneous
kinetic temperature is a �2-distribution51

F(T))
(NDoFT ⁄ 2T)NDoF⁄2

Γ(NDoF ⁄ 2)T
exp[-NDoFT

2T ] (7)

where T ) Tb is the expectation value of T, NDoF is the
number of degrees of freedom (DoF) of the system, and
Γ(...) denotes the Euler Γ-function. Consequently, the vari-
ance σT

2 of the temperature fluctuations is

σT
2 ) 2T2

NDoF
(8)

Under the influence of a thermostat, the statistics can deviate
from what is expected for a canonical ensemble. This
deviation constitutes a measure for the global influence of
the thermostat and for how close a simulation is to sampling
the canonical ensemble. In the limit NDoFf∞, eq 7 becomes
a normal distribution.

The size of σT
2 together with the autocorrelation time50 τc

of the temperature fluctuations critically influences the
accuracy with which the equilibrium temperature T is
determined by a given simulation. The variance σT̂

2 of the

time averages T̂ obtained from a set of equilibrium simula-
tions with durations D can be estimated50 to be

σT̂
2 ) 2σT

2
τc

D
(9)

In order to judge whether a particular strategy is suited to
correctly tune the temperature T, one has to perform a test
simulation which is long enough to determine T with
sufficient accuracy. For a small solute (large σT

2) with a
correlation time τc longer than 10 ps, an accuracy of 1 K
may require simulation times of up to 10 ns.

Power of a Thermostat. By means of the observables
introduced above, one can judge to what extent a thermostat
can perturb the dynamical and equilibrium properties of a
solute in solute-solvent simulations. Such perturbations can,
of course, be avoided by using no thermostat at all. However,
as outlined in section 1, this approach is generally not feasible
because algorithmic inaccuracies, which are inevitable in
large scale simulations using efficient MD codes, represent
heat drains or sources that have to be compensated.

To properly tune this compensation, we consider the work
performed by the thermostatic forces Fi, therm(t) on the atoms
i for an ensemble of simulation systems with the temperature
T(t) ) 〈T(t)〉ens. The ensemble average power exerted by the
thermostat on a given atom i is

�i(t)) 〈Fi,therm(t) · ṙi(t)〉ens (10)

Using the definition of Fi, therm [see eq 1] and the Berendsen
expression 2 for γ leads to

�i(t))
1
τ
〈εi,kin(t)[T0 ⁄ T(t)- 1]〉ens (11)

with the usual definition for the kinetic energy εi, kin(t) of
atom i. Employing once more the assumption of a negligible
correlation between the velocity [and, thus, the kinetic energy
εi, kin(t)] of a single atom and the kinetic temperature T(t) of
the system, one obtains

�i(t))
3kBTi(t)

2τ
[T0 ⁄ T(t)- 1] (12)

where kB is the Boltzmann constant, and Ti(t) ≡
2/3kB〈εi, kin(t)〉ens is the ensemble average temperature of atom
i. For equilibrated systems the ensemble averages employed
in eq 12 can be replaced by temporal averages 〈 ...〉D. This
allows to calculate for every subsystem κ from a simulation
the (time) average thermostatic power

�̂κ)
kBT̂κ

2τ
[T0 ⁄ T̂- 1] (13)

per degree of freedom using the average temperature T̂κ ≡
〈Tκ〉D of the subsystem κ, the corresponding average T̂ ≡
〈T〉D of the temperature T(t) controlled by the BT, and the
thermostat parameters T0 and τ.

Further below we will use eq 13 to determine the
thermostatic power exerted by a BT on a solute peptide from
sample simulations. These data will be used to check the
validity of a heat conduction model which we will now
introduce to analyze the hot-solvent/cold-solute problem
occasionally hampering MD simulations of inhomogeneous
systems.33
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Heat Flow Model. In simulations of solute-solvent
systems, the algorithmic heat drains or sources may be
inhomogeneously distributed and, thus, the temperature may
likewise be inhomogeneous. According to requirement (iii)
stated at the bottom of the Introduction, such inhomogeneous
temperature distributions should be avoided. Figure 1
sketches a heat flow model from which one can derive
strategies for the reliable control of the solute temperature.
As drawn, the model refers to a particular strategy employing
a single thermostat for the whole system. For further
reference we denote this strategy by G.

The model depicted in Figure 1 consists of two subsystems
κ ∈ {P, S} with P denoting the solute and S denoting the
solvent. The powers Rκ of algorithmic heating per DoF are
assumed to be constant and homogeneous within the
subsystems. Furthermore, the temperature is assumed to be
homogeneous within each subsystem κ, i.e. for the atomic
temperatures Ti we have Ti ) Tκ for all i ∈ κ. According to
eq 12, the ensemble average work �i(t) exerted on atom i
per unit time by the global thermostat then only depends on
whether i is part of P or S, respectively. Thus, for the
subsystems κ ∈ {P, S} the respective thermostatic powers
per DoF are given by

�κ(t))
kBTκ(t)

2τ
[T0 ⁄ T(t)- 1] (14)

If the local temperatures TP and TS differ, as is assumed in
Figure 1, there will be a net heat flow

�SP(t))
kB[TS(t)- TP(t)]

2τSP
(15)

between S and P, which we assume to depend linearly on
the temperature difference. Here, the time constant τSP

characterizes the thermal coupling of the subsystems.
The heat flowchart shown in Figure 1 immediately

suggests stationarity conditions. In the steady state, the net
heat flow must individually vanish for each of the two
subsystems, i.e.

RP + �SP + �P ) 0 (16)

RS - �SP + �S ) 0 (17)

Now suppose for a moment that the temperature distribu-
tion is homogeneous throughout the system, i.e. TP(t) ) TS(t)
) T(t). According to eq 14 the thermostatic powers �P(t)
and �S(t) exerted on the subsystems are then equal, and, by
eq 15, the heat flow �SP(t) between S and P vanishes.
Equations 16 and 17 then immediately require as the
stationarity condition that RP ) RS, i.e. that the heat sources
in the subsystems work at equal powers.

If this is not the case (RP * RS), the temperature cannot
be homogeneously distributed in the stationary state, and,
by eq 15, there will be a nonvanishing heat exchange �SP *
0 between the subsystems. As a result, a steady state
temperature difference is inevitable whenever, upon applying
scenario G, a single global thermostat is used to thermostatize
a system exhibiting inhomogeneities with respect to the rates
Rκ of algorithmic heating. This is the origin of the hot-
solvent/cold-solute problem as described e.g. in ref 34.

Separate Thermostats. To avoid temperature inhomoge-
neities, it has become a standard in simulations of macro-
moleculestocoupleseparatethermostatstothesubsystems.36,47,52–57

We will denote this temperature control scenario by P. In
the following discussion of scenario P, we will concentrate
on the temperature control of the solute P, assuming that
the temperature of the solvent S is reliably controlled. Such
a reliable control can be achieved by a solvent thermostat
combining a coupling time τS on the subpicosecond time
scale (e.g., τS ) 0.1 ps) with a target temperature T0, S equal
to the intended temperature. This choice of thermostat tuning
actually is the standard (see e.g. refs 33, 36, 37, 47, 52–56),
and, thus, we call it the classical setup.

For a scenario P, in which a separate BT is coupled to a
(thermally homogeneous) solute P, the controlled temperature
T(t) is the solute temperature TP(t). Thus, we obtain from eq
14 the simplified expression

�P(t))
kB

2τP
[T0 - TP(t)] (18)

for the power of the thermostat acting on P. With eqs 18
and 15, the solute’s stationarity condition 16 may be rewritten
as

RP +
kB(TS - TP)

2τSP
+

kB(T0,P - TP)

2τP
) 0 (19)

where T0, P denotes the target temperature, and τP denotes
the coupling time of the solute thermostat. The first term
characterizes the algorithmic heating within P, the second
term characterizes the heat flow between P and S, and the
third term characterizes the power �P of the thermostat
separately coupled to P.

Equation 19 is the quintessence of our linear heat flow
model and may be used to predict the effects of three
different thermostatic strategies within scenario P. In all these
strategies, S is coupled to a classical BT and P is decoupled
from this thermostat. The three strategies are as follows:

P.1 The solute P is coupled to a classical thermostat. Here,
the use of a correspondingly small coupling time τP ≈ 0.1

Figure 1. Heat flow model representing specifically the “hot-
solvent/cold-solute” case for an inhomogeneous system
consisting of two subsystems with different heating rates. The
simulation system is coupled to a single thermostat, repre-
senting an external heat bath. Bright and dark colors code
low and high temperatures, respectively. Heat flows driven
by temperature gradients and heat sources are marked by
arrows. A detailed discussion is given in the text.
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ps is the standard.36,52–56,58 For such small τP, eq 19 is
completely dominated by the thermostatic term. The reason
for this dominance is that τP is by at least 1 order of
magnitude smaller than the solute-solvent coupling time τSP,
which is typically larger than 1 ps (see further below).
Neglecting the heat flow contribution, the deviation TP -
T0, P from the target temperature is given by 2RPτP/kB. For
moderate algorithmic heating rates RP, this deviation is
expected to be small because of the short time scale τP.

P.2 No separate thermostat is coupled to the solute P, i.e.
τPf∞, and solely the thermostatted solvent S acts as a heat
bath. We call this strategy “noninvasive” because it does
neither alter the Newtonian dynamics nor the energy
relaxation properties of P. The expected temperature differ-
ence TP - TS ) 2RPτSP/kB will be small if the local heating
RP is negligible on the time scale τSP of the thermal coupling
between the subsystems.

P.3 The solute is coupled to a thermostat with a very large
coupling time τP.τSP to realize a “constant heat flow” (CHF)
approach. As suggested by the heat balance eq 19, a
homogeneous (TP ) TS) and stationary temperature distribu-
tion only requires that the thermostatic power �P cancels the
power RP of algorithmic heating, i.e., RP ) kB(TP - T0, P)/
2τP. This condition can be satisfied for an arbitrarily large
coupling time τP by a proper choice of the target temperature
T0, P. In the limit τPf∞, the thermostat variable γ in eqs 1
and 2 becomes a constant γP, and the thermostat scheme
may actually be descibed by this single parameter. At large
τP, the thermostat works in a heating/cooling limit as a
constant heat source/drain, and this activity solely serves to
maintain the energy balance. Because of eq 2, the perturba-
tion of the Newtonian dynamics [cf. eq 1] inflicted by such
a CHF thermostat can be made very small. Therefore, we
call the CHF approach to the solute’s temperature control,
which is applicable to non-negligible local heating rates RP,
“minimally invasive”.

To set up a CHF simulation as required in strategy P.3,
the a priori unknown power RP of algorithmic heating has
to be determined in order to specify the constant thermostat
parameter γP, or, equivalently, the paramteres T0, P and τP if
a traditional Berendsen thermostat is used in the heating/
cooling limit. To this end, the solute temperature TP has to
be measured in two test simulations with different heating
powers �P of the thermostat. The two heat balance eqs (19)
of these tests then constitute a system of linear equations
which determines the unknown parameters �SP and RP. A
detailed description of the setup protocol is given in
Appendix A.

In the following we will examine the temperature control
strategies G and P.1 -P.3 introduced above by test simula-
tions. Based on these results, we formulate guidelines for a
temperature control satisfying the four conditions sum-
marized at the bottom of the Introduction.

3. Methods

MD Simulation Techniques. The software packages
EGO-MMII27 and GROMACS59 were used in several series
of MD simulations. Besides EGO we also applied GRO-
MACS because it provides an NHT in addition to a BT,

because it is computationally efficient for very small systems,
and because it can provide data for a crosscheck of results.
In EGO the electrostatic interactions are treated combining
structure-adapted multipole expansions60,61 with a moving-
boundary reaction-field approach62 and a multiple-time-step
integration.29,63 In the GROMACS simulations we used the
PME method28 with a 10 Å cutoff for the real space
contribution, with a grid spacing of 0.5 Å, and with a sixth
order interpolation of the charges to the grid. For both EGO
and GROMACS simulations, the van der Waals interactions
were truncated at 10 Å. If not stated otherwise, the simula-
tions were carried out with explicit solvent using periodic
boundary conditions and with a BT (τS ) 0.1 ps, T0, S ) 300
K) rapidly coupled to the solvent to guarantee that the solvent
was closely kept at the target value. Bond lengths were
constrained using the M-SHAKE algorithm30 with relative
tolerances of 10-4 when using GROMACS, which is the
recommended default value, and 10-6 when using EGO,
which is hard-coded in the source code in this case.

We applied different simulation protocols to vary the
heating properties within the simulation systems. Here, the
first parameter was the software used for simulation, which
we denote by E for EGO or G for GROMACS. Since the
M-SHAKE algorithm is known30 to have a cooling effect,
we varied the number of constraints by either constraining
no bonds at all (N), only bonds involving a hydrogen atom
(H), or all bonds (A). The last parameter which presumably
influences the heating in the system is the length ∆t of the
basic integration time step, which we simply denote by its
value in femtoseconds. Thus, a standard EGO simulation
(constraints on bonds involving hydrogen atoms and ∆t )
1 fs) would be denoted by E/H/1.

Model Systems. The first model system was a polyalanine
octapeptide (8ALA) with charged termini described by the
GROMOS96 force field64 and embedded in a cubic box of
20 Å edge-length containing 236 simple point charge (SPC)
water molecules.65 The number of DoF for the peptide then
is 153/143/103 for N-/H-/A-constraining, respectively. The
starting conformation was always fully extended. The system
was equilibrated for 300 ps during which solute and solvent
were coupled to separate BTs (τP ) τS ) 0.1ps, T0, S ) T0, P

) 300 K). The second model system was an alanine
dipeptide (ALDI) described by the CHARMM22 force field66

in a cubic box of 21.3 Å edge length containing 324 water
molecules modeled by the transferable three-point intermo-
lecular potential (TIP3P).66,67 Here, the number of peptide
DoF is 66/54/45 for N-/H-/A-constraining, respectively. The
system was prepared as described for 8ALA, except that the
equilibration time was only 100 ps.

MD Simulations. A first series of seven MD simulations
of 8ALA in SPC water served to study the various situations
encountered in the temperature control of inhomogeneous
systems. Table 1 associates acronyms to these simulations
and lists the employed parameters. In particular, in the last
simulation G/A/2_P.3, the CHF approach was applied to the
peptide. Using the data from the preceding simulation G/A/
2_P.2 (τP ) ∞, T̂P ) 293.4 K), in which only S was coupled
to a classical BT and the data from an independent 10 ns
test simulation with an additional CHF thermostat coupled
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to the peptide (τP ) 500 ps, T0, P ) 4800 K, T̂P ) 307.9 K),
the unknown parameters in eq 19 were determined as
described in the section 2. We found the values RP )
-2.04kB K/ps for the algorithmic heating rate and τSP ) 1.61
ps for the solute-solvent coupling time, which actually is
in the picosecond time range as claimed further above. To
realize a CHF thermostat maintaining the peptide at TP ≈
300.0 K, these values were inserted into eq 19 yielding a
“target temperature” T0, P ) 2340 K. If the assumptions
underlying our heat-flow model are correct, this choice
should compensate through �P )-RP the algorithmic energy
drift in the G/A/2_P.3 simulation.

The setup of a second series of simulations was chosen
such that the effects of the local temperature and of a
thermostat on the dynamics of 8ALA can be studied. We
performed seven sets of 200 simulations each. Every single
simulation had a duration of 2 ns, amounting to 400 ns per
set and a total of 2.8 µs of simulation time. The simulation
parameters are summarized in Table 2. All simulations were
performed with the G/A/2 protocol. In the first set (CHF.0),
no thermostat was coupled to the peptide, while in the
following four sets (CHF.1 to CHF.4) a BT targeting at
increasingly large temperatures T0, P was coupled in an
extremely slow fashion to the peptide. In the last two sets
(CLS.1 and CLS.2), a separate classical BT was coupled to
the peptide using either the same (T0, P ) 300 K) or a slightly
higher (T0, P ) 340 K) target temperature as compared to
T0, S. The 200 initial conditions were obtained by taking
snapshots every 20 ps from a 2 ns preparatory simulation at
300 K, with the peptide’s CR atoms harmonically coupled
to their initial coordinates of an extended conformation.

To compare the different thermostatic strategies discussed
in section 2, we determined the corresponding thermostatic

forces (eqs 5 and 6) and perturbation ratios (eq 4) in a third
series of relatively short 250 ps simulations. Simulations were
performed for 8ALA with varying coupling strengths and
BTs and NHTs, respectively. Additionally, we determined
the thermostatic forces and the perturbation ratio also for
ALDI and Berendsen coupling again varying the coupling
strength. The simulation parameters of the third series are
given in Table 3. As these simulations served to compare
thermostatic and force-field forces, no bond lengths were
constrained thus eliminating constraint forces.

Finally, a fourth series of slightly more extended simula-
tions (500 ps) was designed to examine how the solute’s
variance of temperature fluctuations (cf. the corresponding
paragraph in section 2) is affected by the coupling times of
a BT. We studied 8ALA and ALDI in water and in vacuum

Table 1. Simulation Names and Associated Parameters in Series #1a

protocol thermostat parameters

name software C ∆t/fs D/ns τsys/ps τS/ps τP/ps T0,P/K

E/H/1_G EGO H 1 20 0.1 s s s
E/H/2_G EGO H 2 20 0.1 s s s
E/H/2_P.2 EGO H 2 20 s 0.1 s s
G/H/2_P.2 GROMACS H 2 20 s 0.1 s s
G/A/2_P.2 GROMACS A 2 20 s 0.1 s s
G/A/2_P.1 GROMACS A 2 20 s 0.1 0.1 300
G/A/2_P.3 GROMACS A 2 20 s 0.1 500 2340

a The simulation names code the varied parameters and temperature control scenarios. C specifies the type of bond length constraints,
∆t the size of the basic integration time step, and D the duration of the simulation. The parameters τ specify the coupling times of the BTs
coupled to the whole system (sys), to the solvent (S), or to the solute (P). T0,P is the target temperature of a thermostat coupled to the
solute. The solute peptide was 8ALA in SPC water. See the text for further information.

Table 2. Simulation Parameters in Series #2a

protocol thermostat parameters

name software C ∆t/fs D/ns τsys/ps τS/ps τP/ps T0,P/K

CHF.0 GROMACS A 2 200 × 2 s 0.1 s s
CHF.1 GROMACS A 2 200 × 2 s 0.1 500 2340
CHF.2 GROMACS A 2 200 × 2 s 0.1 500 4800
CHF.3 GROMACS A 2 200 × 2 s 0.1 500 7700
CHF.4 GROMACS A 2 200 × 2 s 0.1 500 11100
CLS.1 GROMACS A 2 200 × 2 s 0.1 0.1 300
CLS.2 GROMACS A 2 200 × 2 s 0.1 0.1 340

a The model peptide was 8ALA in SPC water at T̂S ) 300 K. Except for the simulation set CHF.0, in which only TS was controlled,
separate BTs were applied to S and P. See the caption to Table 1 for further information.

Table 3. Simulation Parameters in Series #3a

protocol thermostat parameters

peptide software C ∆t/fs D/ns τsys/ps τP/ps T0,P/K

8ALA GROMACS N 1 0.25 NHT 0.064 300
8ALA GROMACS N 1 0.25 NHT 0.256 300
8ALA GROMACS N 1 0.25 NHT 1.024 300
8ALA GROMACS N 1 0.25 NHT 4.096 300
8ALA GROMACS N 1 0.25 NHT 16.384 300
8ALA/ALDI EGO N 1 0.25 BT 0.001 300
8ALA/ALDI EGO N 1 0.25 BT 0.004 300
8ALA/ALDI EGO N 1 0.25 BT 0.016 300
8ALA/ALDI EGO N 1 0.25 BT 0.064 300
8ALA/ALDI EGO N 1 0.25 BT 0.256 300
8ALA/ALDI EGO N 1 0.25 BT 1.024 300
8ALA/ALDI EGO N 1 0.25 BT 4.096 300

a For nomenclature see the caption to Table 1. In all simulations
the solvent was coupled with τS ) 0.1 ps to a Nosé-Hoover (NHT)
or a Berendsen (BT) thermostat, respectively.
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by E/H/2 simulations using the same set of coupling times
as in series #3. Table 4 summarizes the simulations of the
last series.

4. Results and Discussion

Temperature Control Scenarios. As outlined above, the
series of equilibrium simulations on the model peptide 8ALA
in explicit water as characterized by Table 1 served to
exemplify the problems connected with the temperature
control of inhomogeneous systems. Figure 2 shows the
average peptide temperatures obtained in these sample
simulations. Using eq 9, the remaining uncertainty of these
average temperatures was estimated to σT̂P < 0.7 K. The
solvent temperatures were 300.0 K where not mentioned
explicitly.

In simulation E/H/1_G, we used the standard simulation
protocol for EGO (see section 3 for details), which includes
a classical BT coupled to the whole simulation system and,
thus, represents an example for scenario G outlined in section
2. Neither the resulting temperatures of the peptide (cf. Figure
2) nor of the solvent showed any statistically significant
deviations from the 300 K target value suggesting that in
E/H/1_G the algorithmic noise was weak.

Figure 2 indicates that this behavior was lost in simulation
E/H/2_G, in which the basic integration time step ∆t was
doubled to 2 fs. For our sample system, this doubling of ∆t

led to a 3.0 K increase of the peptide temperature, indicating
that the modified simulation setup has caused certain
algorithmic inaccuracies. When using EGO, the choice of a
larger ∆t is expected to reduce the accuracy of the integration
algorithm because the employed highly efficient multiple-
time-step algorithm does not exactly guarantee energy
conservation and because the corresponding violation in-
creases with the size of ∆t (see refs 63 and 29 for a
discussion). According to Figure 2, the combination of a
global Berendsen thermostat with a reduced accuracy of
integration in simulation E/H/2_G apparently led to a
moderately elevated temperature for the peptide and to a
slightly (0.3 K) cooler temperature for the larger solvent
system. Nevertheless, the temperature of the total system was
accurately kept at 300.0 K by the thermostat. Apart from
changed signs (hot solute in cold solvent), this result is an
examplefortheclassicalproblemreportedintheliterature,32,34,68

which can arise in scenario G from indiscriminately coupling
a thermostat to all parts of an inhomogeneous system and
which is described by the heat flow model sketched in Fig-
ure 1.

However, as demonstrated by the average peptide tem-
perature displayed in Figure 2 for simulation E/H/2_P.2, this
temperature control problem was eliminated by simply
decoupling the peptide from the thermostat, i.e. by realizing
scenario P.2. This observation suggests that in the E/H/2
simulations the solvent experiences a considerable cooling,
whereas the level of algorithmic noise within the peptide is
very low. According to our experience, such a decoupling
of the solute is a proper solution for most temperature control
problems which can occur in simulations of inhomogeneous
systems using either EGO or GROMACS.

The fact that the application of scenario P.2 cannot always
remove such problems is demonstrated by the results of
simulation G/H/2_P.2, which was carried out with GRO-
MACS using the same settings as in the EGO simulation
E/H/2_P.2. According to Figure 2, in the G/H/2_P.2 simula-
tion the peptide was by about 2 K too hot, indicating that
the rate �SP of heat transport from the peptide P into the
solvent S was too slow to compensate the algorithmic heating
RP > 0 of the solute occurring in this case.

Table 4. Simulation Parameters in Series #4a

system protocol thermostat parameters

peptide environment software C ∆t/fs D/ns τP/ps T0,P/K

8ALA water/vac EGO A 2 0.5 0.001 300
8ALA water/vac EGO A 2 0.5 0.004 300
8ALA water/vac EGO A 2 0.5 0.016 300
8ALA water/vac EGO A 2 0.5 0.064 300
8ALA water/vac EGO A 2 0.5 0.256 300
8ALA water/vac EGO A 2 0.5 1.024 300
8ALA water/vac EGO A 2 0.5 4.096 300
ALDI water/vac EGO H 2 0.5 0.001 300
ALDI water/vac EGO H 2 0.5 0.004 300
ALDI water/vac EGO H 2 0.5 0.016 300
ALDI water/vac EGO H 2 0.5 0.064 300
ALDI water/vac EGO H 2 0.5 0.256 300
ALDI water/vac EGO H 2 0.5 1.024 300
ALDI water/vac EGO H 2 0.5 4.096 300

a For nomenclature see the caption to Table 1. BTs were used for solvent and solute. The solvent was coupled with a coupling time of
0.1 ps.

Figure 2. Average peptide temperature T̂P observed in the
first series of simulations on 8ALA in SPC water. The
associated acronyms and parameters characterizing the
members of the series are given in Table 1.
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It may be expected that introducing additional M-SHAKE
constraints into the peptide system leads to a local cooling,30

which might compensate the observed algorithmic heating
of P. This is the reason why we carried out simulation G/A/
2_P.2, which differs from G/H/2_P.2 only in the number of
constraints (50 vs 10) within the peptide. In fact, Figure 2
displays for simulation G/A/2_P.2 a peptide temperature
which is by 6.6 K cooler than that of the solvent, implying
that the original heating has been overcompensated by the
local cooling. A deviation of this size is unacceptable in
simulations serving to probe the equilibrium properties of
the solute. Thus, the simulation setup G/A/2 is a typical case
in which one of the two remaining temperature control
strategies P.1 and P.3 described in the section 2 should be
applied.

Hence, in simulation G/A/2_P.1 we utilized a separate
classical BT for temperature control of the peptide, while in
simulation G/A/2_P.3 we applied a CHF thermostat. Figure
2 shows that in both cases there is no significant deviation
of the observed peptide temperatures from the solvent
temperature. Both methods are capable of correctly thermo-
statting the solute. For the CHF thermostat we conclude that
the choice of parameters (cf. section 3) was correct and that
the underlying heat flow model describes the situation in this
case. This success has motivated us to further scrutinize the
validity of this model.

Validity of the Heat Flow Model. The second quite
extended series of simulations (see Table 2 for the param-
eters) can serve to assess the validity of eq 19, which
expresses the contents of the model. With eq 18 the model
19 can be equivalently reformulated as

TP ) TS +
2τSP

kB
(�P +RP) (20)

showing that the solute temperature TP should depend linearly
on the heating power �P of the solute thermostat. To specify
the unknown parameters RP and τSP in eq 20, one needs
measurements of TS and TP from two simulations employing
different heating powers �P.

Estimates �̂P for the heating powers �P can be determined
from simulations by evaluating eq 13 specifically for the case
of a solute thermostat, i.e. for κ ) P, T0 ) T0, P, τ ) τP, and
T̂ ) T̂P. One obtains

�̂P )
kB

2τP
[T0,P - T̂P] (21)

which is, up to the use of different averages, identical to eq
18. Thus, at a constant coupling time τP, the heating power
�P is steered by the choice of the target temperature T0, P

and measured through the average peptide temperature T̂P.
Therefore, the linear relationship 20 between TP and �P can
be checked by comparing with data points (T̂P,�̂P) obtained
from simulations employing different target temperatures
T0, P.

An inspection of the first five simulation sets in series #2
listed in Table 2 shows that this set qualifies both for the
evaluation of the unknown parameters in eq 20 and for the
check of this linear equation. In all simulation sets of series
#2, the simulation protocol was G/A/2 just like in the

simulation G/A/2.P.2 of the first series. However, the
temperature control scenario P.2 (no separate thermostat for
the peptide) was employed only in simulation CHF.0. In the
remaining CHF simulations a BT was coupled to P using
an extremely slow coupling time τP ) 500 ps combined with
a large and increasing target temperature (cf. Table 2).
According to eq 21 this choice leads to a heating power �P

of this thermostat, which increases from simulation CHF.0
(�P ) 0) to simulation CHF.4. Figure 3 shows the observed
stationary peptide temperatures T̂P as a function of the
observed heating power �̂P. In the case of the simulation set
CHF.0 (black dot) the result of simulation G/A/2_P.2 (cf.
Figure 2) is closely recovered because the same temperature
control setting P.2 was applied, i.e. T̂P was by 6.5 K smaller
than the solvent temperature of T̂S ) 300 K. With nonzero
and successively growing �̂P the peptide temperature T̂P is
seen to increase.

The dashed line in Figure 3 expresses the linear relation
20 between �P and TP. The required parameters were
determined as RP ) -2.02kB K/ps and τSP ) 1.60 ps from
the simulation sets CHF.0 and CHF.2. Therefore, the dashed
line linearly interpolates between the data points (�̂P,T̂P) of
these two simulation sets. The above values of the parameters
RP and τSP closely agree with those calculated earlier (see
Methods) for setting up the CHF thermostat used in simula-
tion G/A/2.P.3. This result is expected because in both cases
the parameters RP and τSP were computed from simulations
employing the same parameters.

In simulation set CHF.1, the peptide temperature was
nearly identical to T̂S with T̂P ) 299.5 K (black square in
Figure 3) because here the thermostat parameters were
chosen equal to those of the simulation G/A/2.P.3 (series
#1), which realizes the P.3 strategy. The temperature TP

predicted for CHF.1 by the dashed line deviates by only 0.5
K from the observed average. This deviation is probably
significant because the temperature averages shown in the
figure are extremely well converged (σT̂P< 0.1 K) due to
the extended statistics. If a similar interpolation would be
constructed using the data from the simulation sets CHF.3
or CHF.4 instead of CHF.2, the error in the prediction for
CHF.1 would increase to 1.1 K or 2.2 K, respectively, with
increasing violation of the approximate linear relation 20
between �P and TP. In the case of 8ALA in explicit water,
the assumption of a linear thermal coupling between solvent

Figure 3. The average temperatures T̂P of the peptide ALA8
(in SPC water at T̂S ) 300 K) resulting from constant local
heating with different powers �P in the simulation sets CHF.0
to CHF.4 of series #2 (cf. Table 2). The prediction of linear
heat flow model eq 20 is drawn as a dashed line, and the
solvent temperature T̂S is indicated as a dotted line (see the
text for explanation).
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and solute (eq 15), thus, obviously breaks down if T̂P deviates
by more than about 10 K from T̂S, which is probably also
true for related simulation systems. In test simulations serving
to set up a CHF thermostat through eq 19, the deviation |T̂P

- T̂S| should, thus, be smaller than about 10 K if one wants
to guarantee an accurate tuning of TP in applications of
strategy P.3.

Backbone Dynamics. As we have seen further above, the
use of an inappropriate strategy for temperature control can
lead to peptide temperatures considerably deviating from that
of the solvent. It seems likely that such a deviation can entail
an altered conformational dynamics of the peptide. To check
this expectation, we analyzed the second simulation series
also in this respect. Due to the extremely slow thermostat
coupling employed in CHF.0 to CHF.4, here, the dynamics
should be exclusively affected by differences in the peptide
temperatures.

Figure 4 shows how the kinetics of conformational
transitions in 8ALA is modified by TP in CHF.0-4 (black
dots). This kinetics is measured by local flip rates of
backbone torsional angles (see the figure caption). As
expected, the flip rates increase with the temperature. A
simple Arrhenius model69 fitted to the CHF data is drawn
as a dashed line. This model yields an energy barrier of 434kB

K for the backbone flips. This value is well in the range of
typical barrier heights reported for biomolecules in the
literature.70

Having estimated the influence of the temperature on the
conformational dynamics of our sample peptide 8ALA in
SPC water, it seems appropriate to check whether a separate
classical BT (as frequently applied in strategy P.1) changes
the dynamics. Here, particularly a slowing down seems
possible because a rapidly coupled thermostat can interfere
with long-lasting energy fluctuations within the peptide,
which are caused by random in- and outflow of energy from
the solvent. For the purpose of such a check, we carried out
the simulation sets CLS.1-2 listed in Table 2, in which a
classical BT separately coupled to P enforced temperatures
T̂P of about 300 K and 340 K, respectively.

Figure 4 compares the flip rates observed when using a
classical Berendsen thermostat (open squares) with the data
for the CHF thermostat (filled circles) and demonstrates that
our expectation is actually met. Thus, if one wants to sample
the equilibrium fluctuations of a peptide in solution by MD
as rapidly as possible, or if one wants to gain access to the
kinetics of nonequilibrium relaxation processes, the separate
coupling of a classical BT to a small peptide seems
counterproductive.

We interpret the above result by the following physical
picture: A rapidly coupled BT likewise dampens fluctuations
to higher and lower energies, thus leading to the correct
average temperature. However, barrier crossings are enabled
by rare accidental accumulations of a critical amount of
energy in the respective collective coordinates. Particularly
by dampening the higher energy fluctuations of the peptide,
a classical BT makes such accumulations and, thus, barrier
crossings less likely. Note that we have additionally checked
the performance of a NHT in the same setting. We found
no reduction of flip rates (data not shown) as could be
expected for a thermostat maintaining the canonical energy
fluctuations.

Local Perturbations of the Dynamics. The flips of
backbone dihedral angles are collective movements and,
therefore, are not directly related to the perturbation which
a thermostat inflicts on the dynamics of individual atoms.
To check the latter, we collected from simulation series #3
(cf. Table 3) all those forces acting on the CR atoms of 8ALA
which are required for the evaluation of the perturbation
quotients (4). We carried out this data collection for BTs
and NHTs with coupling times τP covering 4 orders of
magnitude. In the case of the smaller ALDI model, we
concentrated on the Berendsen approach.

Figure 5 shows the resulting perturbation ratios (4)
evaluated using the approximate expression 6. As demon-
strated by the squares marking the 8ALA results, the
perturbations �jCR are small for both thermostats and decrease
over a wide range linearly with the inverse of τP. For the
classical BT (τP ) 0.1 ps) the �jCR are only about 0.5%.
Furthermore, the smaller ALDI model exhibits slightly larger
�jCR (open diamonds) than 8ALA (open squares). However,
this size-induced difference is much smaller than that
between the NHTs and BTs. At a given τP, Nosé-Hoover
coupling inflicts perturbations which are by 1 order of

Figure 4. Temperature dependence of the peptide backbone
dynamics of 8ALA. The graph shows the average number of
transitions per angle and nanosecond of the ψ-dihedral angles
between the R-type region [-60°,-30°] and the �-type region
[95°, 145°] for the five CHF simulation sets (filled circles) and
the two CLS sets (empty squares) over the observed average
peptide temperature T̂P. The error bars give the range of plus/
minus one standard deviation. Additionally, an Arrhenius69

model (dashed line) fitted to the CHF data is plotted. The
simulation parameters are summarized in Table 2.

Figure 5. Root mean perturbation quotients �jCR at the CR

atoms of 8ALA and ALDI evaluated from simulation series
#3 for the NHTs and BTs, respectively, for different coupling
times τP of the peptide thermostats.
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magnitude larger than in the Berendsen case (cf. Figure 5).
For a Berendsen coupling of maximal strength (τP ) 0.001
ps) the perturbation is comparable to that of a NHT with τP

as large as 0.064 ps. Furthermore, for Nosé-Hoover coupling
τP cannot be chosen larger than about 0.256 ps where �jCR is
about 1% and, thus, not particularly small. In the given case
of 8ALA, one otherwise observes long-lasting and artificial
temperature oscillations, i.e. the so-called Toda daemon44

(data not shown).
One can compare the perturbations shown in Figure 5 to

those which are inflicted by a CHF thermostat as employed
in strategy P.3. In simulation G/A/2_P.3, the peptide 8ALA
was kept at 300 K with a perturbation ratio of �jCR ≈ 10-4.
As can be seen from Figure 5, this ratio corresponds to a
Berendsen coupling time larger than 1 ps in the classical
thermostat setup. However, a classical BT with T0, P ) TS

and τp g 1 ps cannot properly control the temperature
because then τp is in the range of solvent-solute coupling
time (τSP ) 1.6 ps), i.e. is too slow (cf. section 2). On the
other hand, a more strongly coupled thermostat with τP )
0.1 ps does the job, but then the perturbation is more than
ten times stronger than for a CHF thermostat.

The above analysis was based on data for perturbation
ratios derived through the approximate expression 6 and,
therefore, depends on the validity of this equation. The first
assumption made in the derivation (cf. section 2) of eq 6
was that the atomic velocities ṙi(t) and the thermostat variable
γ(t) are uncorrelated. We have checked this assumption for
simulation series #3 by evaluating eq 5 with and without
taking the correlation into account; the relative difference
was less than 10-2 for both 8ALA and ALDI (data not
shown).

The second assumption was that the individual atomic
velocities ṙi(t) are drawn from an undisturbed Maxwell
distribution and can be checked by comparing results of the
exact expression 5 with results of the approximate expression
6. We evaluated these expressions for the trajectories of series
#3 and determined the root-mean-square deviations. In the
worst case of a BT at the maximum coupling strength (τP )
0.001 ps), we found root-mean-square deviations amounting
to 8.3% of the mean thermostatic force for 8ALA and to
14% for ALDI. In view of the moderate statistics provided
by the 250 ps simulations employed in series #3, the estimate
6 is fairly reliable. Thus, eq 6 is adequate if one wants to
estimate thermostatic forces.

Temperature Fluctuations. In our suggestion of the
minimally invasive CHF thermostat characterizing strategy
P.3 we were guided by the notion that a properly thermo-
statted explicit solvent system is a canonical heat bath for
an uncontrolled solute. To check this assumption, we
compare in Figure 6 the canonical �2-distribution (eq 7) for
the instantaneous peptide temperature TP(t) with results from
simulation G/A/2_P.3. For the 103 degrees of freedom of
8ALA, the �2-distribution (solid line) resembles a Gaussian
(dashed line), which is expected for very large systems.
Remarkably, the MD results (circles) closely reproduce the
slight asymmetry of the �2-distribution. This agreement
strongly indicates that the peptide has sampled the canonical
ensemble in the simulation G/A/2_P.3. We have verified this

result for a series of further CHF simulations. It did not
change for larger solvent systems and was independent of
the coupling time for the solvent thermostat provided that
the solvent temperature remained well-tuned (data not
shown).

To estimate how a classical BT separately coupled to a
peptide (strategy P.1) affects its global statistical properties,
we determined the temperature fluctuations of the peptides
8ALA and ALDI, respectively, as measured by the standard
deviation σ̂TP in a fourth series of simulations (for details
see Table 4). Figure 7 shows the ratio of σ̂TP and σTP, which
is the value theoretically expected for a canonical ensemble
and is given by eq 8. For peptides in explicit solvent the
figure shows that σ̂TP/σTP is always smaller than one and
approaches that limit for large τP. Thus, in the classical
setting (τP ) 10-2 ps) a BT strongly suppresses the canonical
temperature fluctuations. These fluctuations successively
become restored with increasing τP. The full range of
canonical fluctuations is reached at coupling times τP > 10
ps, i.e. at values exceeding the solvent-peptide heat coupling
time τSP by a factor of 10. As a result, the separate BT is
effectively disconnected from the peptide, the solute-solvent
heat exchange term �SP dominates the heat balance eq 19,
and strategy P.1 reduces to the noninvasive strategy P.2.

Figure 6. Distribution of the instantaneous temperature TP(t)
of 8ALA (in SPC water at 300 K) during the 20 ns MD
simulation G/A/2_P.3 (dots). The dashed line is a Gaussian
fit to the data. The canonical distribution (eq 7) is drawn as a
solid line.

Figure 7. Ratio σ̂TP/σTP of measured and canonical tem-
perature fluctuations for various coupling times τP of a
Berendsen solute thermostat. The model peptides are 8ALA
(squares) and ALDI (diamonds). Simulations were per-
formed in explicit water (H2O, filled symbols) and vacuum
(vac, empty symbols) for both peptides. Simulation param-
eters are given in Table 4.
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Figure 7 not only reveals the general suppression of
temperature fluctuations within a peptide by a classical BT
but also demonstrates through a comparison with vacuum
simulation data that these fluctuations are caused (i) by a
fast exchange of kinetic and potential energy within a peptide
and (ii) by a slower energy exchange with the solvent.

In vacuum simulations, the exchange of kinetic and
potential energy within the peptide is the only cause of
temperature fluctuations. As shown by the data, a rapidly
coupled Berendsen thermostat (τP < 0.1 ps) suppresses these
microcanonical fluctuations in the same way as it suppresses
the canonical temperature fluctuations of a solvated peptide.
However, at slower coupling times τP the thermostat is seen
to no longer affect the microcanonical fluctuations. The clear
saturation of σ̂TP/σTP at τP > 0.1 ps demonstrates that the
microcanonical fluctuations occur on time scales below 0.1
ps. In contrast, additional fluctuations of a solvated peptide
are still suppressed by the thermostat with even slower
coupling. Thus, as claimed above, they occur on longer time
scales.

In order to retain the correct statistics for the solute, it is
important to choose the coupling time τP for the thermostat
longer than the typical time scale of the canonical fluctua-
tions, which, in our case, is in the range of 10 ps, as can be
seen from Figure 7. However, this time may even be longer
for more weakly coupling solvents or larger solutes.

5. Conclusions

Every thermostat changes the dynamics of the controlled
system to a larger or lesser extent. Measured on a micro-
scopic scale, these changes are by about 1 order of magnitude
smaller for BTs than for NHTs (cf. the data on the
perturbation quotients displayed in Figure 5). On the other
hand, NHTs, in contrast to BTs, guarantee the canonical
ensemble. For instance, as shown by the results on the
temperature fluctuations (Figure 7), BTs suppress all those
canonical energy fluctuations which are slower than the time
scale τ at which the BT is coupled to the system.

Whether such changes can modify the specific observables
to be extracted from a simulation and to be compared with
experimental data is a priori unclear in many cases. Even if
one suspects that a given thermostat could possibly introduce
an artifact into the computation of a certain observable, one
may have to spend an enormous computational effort for a
statistically clear proof. In fact, to prove a suspected
dampening of peptide flip rates by a standard BT, we had to
spend about 400 ns of simulation time on each of the data
points to get the statistical certainty shown in Figure 4.

Especially if the popular strategy P.1 is applied to a
solute-solvent system, the specific drawbacks of the various
thermostat algorithms may directly affect the properties of
the solute. The P.1 strategy with a BT is expected to cause
artifacts of type a), i.e. artifacts resulting from an incorrect
thermodynamical ensemble. In fact, as we have shown for a
sample peptide, the dampening of the canonical energy
fluctuations due to the BT can lead to reduced peptide flip
rates. Furthermore, one expects that the combination of P.1
with the NHT will render the solute vulnerable to artifacts
of type b), i.e. lacking ergodicity. Using the P.1 strategy with

other thermostats which suffer neither from type a) nor type
b) drawbacks (e.g., the Nosé-Hoover chain) still perturbs the
dynamics much more strongly than necessary, i.e. such a
strategy is prone to introduce artifacts of type c) (dynamics).

Given the need for some sort of temperature control in
large scale MD simulations of complex systems, the optimal
strategies to avoid artifacts of types a), b), and c) are P.2 or
P.3, respectively. Here, the minimally invasive strategy P.3,
which employs a constant heat flow to compensate the
algorithmic heat production in the solute, has to be applied
only if the noninvasive strategy P.2 turns out to be ineffective
in a sufficiently extended test simulation. Strategy P.3
reduces the perturbation of the solute’s dynamics to a
minimum while keeping it nevertheless properly tempered.
The precise protocol to set up a P.3 scheme is given in the
Appendix.

The preservation of the canonical ensemble within the
solute through strategies P.2 and P.3 (despite the use of a
standard BT for the solvent which strongly perturbs the
temperature fluctuations in this part of the system) is the
most important result of this paper and proves our hypothesis
that an explicitly simulated solvent of the correct temperature
TS represents the optimal thermostat for a solute. Admittedly,
our quantitative analysis of the applicability of strategies P.2
and P.3 is restricted to relatively small peptides because an
extended statistics is required for reliable results. Already
for the small peptides with their short temperature autocor-
relation times of 15 ps, it takes more than 10 ns to determine
the average temperature with an accuracy of 1 K. For larger
systems, the temperature autocorrelation times increase and
so do the simulation times required for accurate temperature
measurements. Too short simulations can easily lead to the
false impression that the solute temperature sizably differs
from the solvent temperature. To our experience, the non-
invasive strategy P.2 can suffice for quite large solvent-solute
systems. For instance, reinspecting a simulation8 of the
C-terminal domain of the human prion protein (residues
125-228), which employed a global thermostat coupling
(strategy G), we found that the protein temperature deviated
by more than 10 K from that of the solvent. Subsequent
simulations of a slightly larger fragment (residues 114-228),
which employed strategy P.2 but otherwise the same
simulation setup, showed no significant temperature differ-
ence. In the few cases in which one observes a seemingly
intolerable temperature difference between solute and solvent,
one can still use the solvent as the heat bath by applying the
minimally invasive strategy P.3 to keep the solute well
tempered.

It should be noted that our heat flow model and the
associated setup protocol for the constant heat flow strategy
P.3 are restricted to two subsystems with homogeneous local
algorithmic heating rates. For simulations of more complex
systems such as protein-DNA assemblies in solution, for
which one expects more than two different heating rates, a
constant heat flow strategy can be analogously designed.
However, it will become increasingly difficult to determine
the local heating rates of the various subsystems which have
to be compensated.
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Appendix: Setting up Strategies P.2 and P.3

Here, we give a detailed description of the steps needed in
order to set up a simulation system containing a macromol-
ecule P in thermal equilibrium with an explicit solvent
enviroment S according to the strategies P.2 and P.3,
respectively, using the standard Berendsen algorithm. After
preparation (e.g., removal of close solvent-solute contacts
by energy minimization), the following steps are necessary:

a) Heating phase: The subsystems are heated using two
separate classical BTs (e.g., τS ) τP ) 0.1 ps) to the
temperature Tsim desired in the production simulation.
Depending on the initial deviations of the solute temperature
TP and solvent temperature TS, it may take a simulation time
of up to 30τS/P for the respective subsystems to safely attune
to Tsim.

b) Relaxation phase I: The solute is decoupled from its
thermostat (τP ) ∞) and relaxes to its new steady state
temperature TP, 1. The time constant for the relaxation to the
steady state is the solvent-solute coupling time τSP. Since
τSP is still unknown, an upper limit estimate (e.g., τSP ≈ 20
ps) should be used to determine the relaxation time trelax ≈
10τSP.

c) Test simulation I: Here, the solute remains decoupled
from its thermostat and the simulation serves to determine
its average temperature TP, 1. If the deviation from equilibrium
measured by |TP, 1 - Tsim| is less than an acceptable tolerance
∆TP, then the noninvasive strategy P.2 is applicable, and
one may directly continue the simulation for data production
f).

The necessary simulation time t1 for the test depends on
the tolerable uncertainty σT̂P, 1

2 of the measured solute tem-
perature T̂P, 1, which forms an upper bound for the uncertainty
σTP

2 in the prediction of the production run temperature TP.
If ∆TP is the accuracy required for the prediction, we should
make sure that σT̂P, 1

2 e ∆TP
2. By eq 9 the simulation time

then is t1 ) 2τcσTP
2 /∆TP

2, where τc is the temperature
autocorrelation time of the solute, and σTP is the standard
deviation of its temperature fluctuations, which were ob-
served during the test run. One typically obtains simulation
times of several nanoseconds.

d) Relaxation phase II: The solute is coupled to a separate
thermostat with a coupling time τP g 500 ps intended for
the P.3 production run. Using an estimate for τSP (e.g., 1
ps), a reasonable choice for the target temperature is given
by T0, P, 2 ) -τP/τSP · |TP, 1 - Tsim| (leading to 2-fold over-
compensation if τSP was exact). The duration of this
relaxation phase is the same as in step b).

e) Test simulation II: The average temperature TP, 2 is
determined. The simulation time t2 should be equal to t1 in
step c).

f) Production simulation: If strategy P.2 turned out to be
applicable in step c), the settings in this simulation are chosen
identically (in fact, one may regard the test run as the initial
part of the production simulation). Otherwise, the target

temperature T0, P for a P.3 simulation is determined from
the two test simulations by

T0,P ) Tsim +
T0,P,2 - TP,2

TP,2 - TP,1
(Tsim - TP,1) (22)
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Abstract: The accuracy of empirical force fields is inherently related to the quality of the target
data used for optimization of the model. With the heat of vaporization (∆Hvap) of N-
methylacetamide (NMA), a range of values has been reported as target data for optimization of
the nonbond parameters associated with the peptide bond in proteins. In the present work, the
original experimental data and Antoine constants used for the determination of the ∆Hvap of
NMA are reanalyzed. Based on this analysis, the wide range of ∆Hvap values reported in the
literature is shown to be due to incorrect reporting of the temperatures at which the original
values were extracted and limitations in the quality of experimental vapor pressure-temperature
data over a wide range of temperatures. Taking these problems into account, a consistent ∆Hvap

value is extracted from three studies for which experimental data are available. This analysis
suggests that the most reliable value for ∆Hvap is 13.0 ( 0.1 at 410 K for use in force field
optimization studies. The present results also indicate that similar analyses, including analysis
of Antoine constants alone, may be of utility when reported ∆Hvap values are not consistent for
a given neat liquid.

Introduction

Structure-function studies of peptides and proteins, including
protein folding studies,1 consume a significant volume of
intellectual and financial resources. Of the many approaches
used to study such systems empirical force field based
calculations represent an effective and ever increasingly used
methodology from which atomic details of structure-function
relationships may be obtained.2,3 In addition, force fields have
the potential to be predictive allowing, for example, the
impact of chemical modification of inhibitors on protein
binding or the impact of mutations on protein activity to be
made. Of the protein based predictions, accurate prediction
of protein structure based on sequence alone,4 the so-called
protein folding problem, represents a grail of empirical force
fields and, accordingly, a significant number of studies have
and continue to be performed toward solving this problem.

Central to the success of empirical force field based
methods is the accuracy of the force fields themselves.
Simply put, the force field must correctly represent the

change in energy of the system as a function of conformation
and environment in order to effectively reproduce the
experimental regimen.5 Accordingly, significant effort has
been and is still being made toward the optimization of
empirical force fields for proteins as well as other biomol-
ecules. While much of this effort is based on the reproduction
of high-level quantum mechanical data, the most important
data with respect to the condensed phase are experimental
data, including thermodynamic data on small compounds
representative of chemical moieties in macromolecules.2,6

For example, the availability of condensed phase data,
including the heat of vaporization (∆Hvap) and free energy
of solvation, of N-methylacetamide (NMA) is key for the
optimization of the force field parameters associated with
the nonbond interactions of the peptide bond with the
environment. Careful optimization of the nonbond force field
parameters for NMA (e.g., the Lennard-Jones 6-12 and
electrostatic parameters) to reproduce such condensed phase
data lays the groundwork for a protein force field that
accurately models energetic differences associated with
changes in the environment, such as moving of the peptide* Corresponding author. E-mail: alex@outerbanks.umaryland.edu.
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backbone from an aqueous environment to the protein interior
during protein folding.

Successful development of accurate empirical force fields,
therefore, requires the availability of experimental thermo-
dynamic data for small molecules that are both accurate and
precise. Experimentally, the most accurate way of determin-
ing the heat of vaporization is through calorimetry performed
at the boiling point of the neat liquid. An alternative is the
use of vapor pressure-temperature (P-T) data, as has been
performed for NMA. When available, P-T data may be used
directly to fit empirical force field parameters as has been
done in a number of cases where accurate data over a wide
temperature range are available.7–10 However, in the case
of neat NMA, the corresponding data reported in the
literature11–16 are not sufficiently accurate at low tempera-
tures, making them unsuitable for use as target data for force
field optimization. Presented in row 1 of Table 1 are
experimental ∆Hvap values for NMA based on the reported
Antoine constants from a number of sources.12,15,17–19 As
may be seen the values range from 12.8 up to 14.6 kcal/mol
when temperatures of both 373 and 410 K are considered.
In addition, values of 14.211 and 16.512 kcal/mol have been
reported. No Antoine constants were presented in the former
case, while the latter value can readily be excluded if one
examines the raw experimental data, as performed below.
Consistent with the range of reported values are the different
values that have been used as target data for the optimization
of empirical force fields for NMA and, by extension, peptides
and proteins. For example, the OPLS and AMBER force
fields were optimized targeting a value of 13.3 kcal/mol at
373 K;20 a value also used by Caldwell and Kollman,21 Gao
and co-workers,22,23 and Kaminski et al.24 for the develop-
ment of polarizable force fields. CHARMM2225 and GRO-
MOS26 targeted a value of 14.2 at 373 K as did work by
Patel and Brooks in the development of a polarizable force
field based on a fluctuating charge model.27 In addition, a
recent study of a polarizable force field based on a classical
Drude oscillator cited four values: -12.7, -13.1, -14.2, and
-14.8 kcal/mol.28 Thus, it is evident that in order to develop

accurate force field parameters for the peptide backbone it
is essential to determine the proper experimental ∆Hvap of
NMA.

In the present report we reanalyze the original experimental
data used to determine ∆Hvap of NMA, including available
experimental vapor pressure-temperature (P-T) curves for the
neat liquid. From this analysis the source of discrepancies
in the original data is identified, allowing for an understand-
ing of the source of the range of previously reported ∆Hvap

values. This is followed by determination of a consensus
value for ∆Hvap of NMA, a value which we suggest should
be the target for future force field development efforts.

Computation of the Heat of Vaporization from
Vapor Pressure-Temperature Data. Typically, calculation
of the heat of vaporization from experimental data is based
on the Clausius-Clapeyron equation

dP
dT

)
∆Hvap

(V-Vliq)T
≈

∆Hvap

VT
)

P∆Hvap

RT 2
(1)

where P is the vapor pressure of the liquid, T is the
temperature, R is the universal gas constant, V is the
molecular volume of the gas phase, and Vliq is the molecular
volume of the liquid phase. Since we deal with a phase
transition from liquid to gas phase, Vliq is many times smaller
than the volume of the gas phase, V, which justifies the use
of the approximate form of the Clausius-Clapeyron equation
shown in the right-hand side of eq 1.

There are two approaches for determining the heat of
vaporization from experimental liquid-vapor pressure data.
Assuming that the heat of vaporization is constant over the
selected temperature range, this equation can be integrated
by separating the independent variables:

dP
P

)
∆Hvap

R
· dT

T2
yielding ln

P2

P1
)

∆Hvap

R ( 1
T1

- 1
T2

)
(2)

This approach allows ∆Hvap to be readily determined from
the slope of the vapor pressure-temperature (P-T) curve,
though limited to a situation where the heat capacity, the

Table 1. Enthalpies of Vaporization, kcal/mol, of NMA from Various Sources and Methods of Analysisd,e

temperature Aucejo et al., 199315 Manczinger and Krotüm, 197517 Kortüm and Biedersee, 197013 averages

1) From Reported Antoine Constantsa

373 K 14.6 13.3 12.8c np
410 K 13.0 12.9 12.8c np

2) From Antoine Constants Refit to Full Experimental Rangea,b

373 K 14.6, 14.5, 13.9 13.3, 13.3, 13.3 12.3, 12.3, 12.3 np
410 K 13.0, 13.0, 13.7 13.0, 13.0, 13.0 12.5, 12.5, 12.5 np

3) From Original Experimental Data via Eq 2 (Temperature Range)
13.8 (353-428K) 13.2 (333-443K) 12.6 (353-479) np

4) From Original Experimental Data via Eq 2 from 390 to 430 K
13.1 12.9 13.0 13.0 ( 0.1

5) From Antoine Constants Fit to 390 to 430 Ka,b

373 K 14.7, 13.6, 13.2 14.3, 13.4, 13.0 14.3, 13.4, 13.0 13.7 ( 0.6
410 K 13.1, 13.1, 13.1 12.9, 12.9, 12.9 12.9, 13.0, 13.0 13.0 ( 0.1

a Calculated from eq 4 at the reported temperatures. b The three individual values for each data set are from the Antoine constants from
the three refits of each of the data sets as shown in Table 3. c Constant C set to zero in Antoine equation leading to no temperature
dependence in the calculated ∆Hvap. d Statistical analysis performed for the data in the first 3 columns of the final two rows. np indicates
that the calculation was not performed and errors are standard deviations. e NMA: bp: 479, mp: 303.7 K.
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temperature dependence of the heat of vaporization, of the
neat liquid is zero.

An alternative method for solving eq 1 assumes obtaining
the derivative of the vapor pressure with respect to temper-
ature. Different formulas have been suggested for this
purpose. Among these, the Antoine equation is used exten-
sively and has been found to be reliable except where the
data are limited to very small temperature ranges or for low-
boiling substances. The Antoine equation29 is a simple
3-parameter fit to experimental vapor pressure measured over
a given temperature range

lnP)A-B( 1
(T+C)) (3)

where A, B, and C are the fitted parameters. This function
allows rearrangement of eq 1 in the following form:

dP
PdT

) d(lnP)

dT
)

∆Hvap

RT 2
) B

(T+C)2
or ∆Hvap )RB

T 2

(T+C)2

(4)

This equation explicitly takes into consideration the tem-
perature dependence of the heat of vaporization and should
be valid for a wider range of temperatures than eq 2.

Analysis of Antoine Constants and Experimental
Vapor Pressure-Temperature (P-T) for N-Methylacet-
amide. Step one of the analysis of the discrepancies in the
∆Hvap values of neat NMA was inspection of available
experimental P-T data. Presented in Figure 1 are the P-T
data in the form of 1/T versus lnP from four studies.
Immediately evident is the oldest data set from Gopal and
Rizvi.12 Given the significant difference in this data set as
compared to the remaining three sets along with the
significant difference in ∆Hvap allows the value of 16.5 kcal/
mol reported in that study to readily be discarded as can the
experimental data. The remaining three data sets from Aucejo
et al., Manczinger and Kortüm, and Kortüm and Biedersee
appear to be in reasonable agreement, with all the curves

sampling a wide range of temperatures and including a large
number of data points. However, inspection of Table 1 shows
the ∆Hvap values at 373 K from the reported Antoine
constants from those studies to differ by over 1 kcal/mol.

This difference suggested that the method of analysis of
the original experimental data may be leading to the
discrepancy. The original data were treated via the Antoine
equation, eq 3 above. Presented in Table 2 are the Antoine
equation constants as originally reported in the cited studies
as well as following conversion to common units. The Dykyj
constants are a refit of the experimental data from Mancz-
inger and Kortüm; those values and the values from Gopal
are included for completeness, though they will not be
discussed further. As is evident, significant differences are
present including the impact of constraining C to 0 (i.e.,
assuming the heat capacity ) 0). Notable are the differences
in the constants from Aucejo et al.,15 Manczinger and
Kortüm,17 and Kortüm and Biederseede13 despite the simi-
larity of the curves shown in Figure 1. The impact of this
difference is observed in the ∆Hvap at different temperatures
(Table 1, row 1), including the lack of temperature depen-
dence due to C being constrained to zero. The different values
of ∆Hvap as a function of both the particular study and
temperature along with analysis of the discussion of the
reported ∆Hvap in the original publications indicate that the
discrepancy of the values reported in the more recent force
field development literature is due, in part, to a lack of clarity
in the original publications on the temperature associated
with the reported ∆Hvap. In addition, it appears that when
available, the temperatures were often not correctly noted
when citing the original ∆Hvap, further compounding the
problem. However, the differences in the Antoine constants
indicate that the data analysis and/or experimental data
contribute to the discrepancies.

To check the previous data analysis the available experi-
mental data were refit using a modified version of the
FITCHARGE30 module in CHARMM.31 In all cases, each
data set was fit three times using the original Antoine
constants from the Aucejo et al., Manczinger and Kortüm,
and Kortüm and Biedersee studies as initial guesses (Table
3). Fitting was initially performed over the full range of
temperatures used in the respective experiments. Analysis
of the Antoine constants for the three data sets (Table 3)
reveals the impact of the initial guesses on the resulting
constants. The fitting results are not surprising as the
objective function is nonlinear and may have multiple local
minima. In this case the parameter set showing the least
RMSE represents the best fit. From the present fitting the
lowest RMSE values were 0.0117, 0.0379, and 0.0926, for
the Aucejo et al., Manczinger and Kortüm, and Kortüm and
Biedersee data, respectively. Comparison of those values with
the RMSE values from the original reported Antoine
constants, 0.0118, 0.0383, and 0.0988 for the Aucejo et al.,
Manczinger and Kortüm, and Kortüm and Biedersee data,
respectively, shows the refitting to yield only marginal
improvement. These results suggest that the original fitting
of the Antoine constants was satisfactory, and the noted
differences in ∆Hvap originate from the inherent differences
in the experimental data sets.

Figure 1. Experimental inverse temperature versus the
natural log of the vapor pressure (P-T) curves for N-methy-
lacetamide from Aucejo et al.,15 Manczinger and Kortüm,17

Gopal and Rizvi,12 and Kortüm and Biedersee.13 Experimental
data were converted to common units of lnP and Torr. Lines
connecting the data points were included to facilitate visual
inspection and do not represent fits of the data.
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To further verify that the original discrepancies in ∆Hvap

values were associated with the experimental P-T data, ∆Hvap

values were calculated from the P-T data based on the
Clausius-Clapeyron equation,29 eq 2, from the slopes of the
1/T versus lnP plots. It should be reiterated that this approach
assumes that the heat capacity is zero (i.e., C ) 0 in the
Antoine equation). When this approach was applied to the
data included in Figure 1, it yielded high quality fits (R2 >
0.99 in all cases). Based on the resulting slopes ∆Hvap values
of 13.8, 13.2, and 12.6 kcal/mol for the three data sets are
obtained (Table 1, row 3). The level of agreement is similar
to the ∆Hvap values obtained from the Antoine equation.
Thus, the present analysis indicates that the discrepancy in
the reported ∆Hvap values is dominated by contributions from
limitations in the experimental data.

Inspection of the experimental data in Figure 1 shows the
agreement to be good for the Aucejo et al., Manczinger and
Kortüm, and Kortüm and Biedersee data sets at the higher
temperatures. However, the data sets diverge at lower
temperatures. The presence of such divergence is not

unexpected. Given that the pressures at these lower temper-
atures become quite small it may be assumed that the ability
to measure them accurately becomes limiting. Indeed the
extremely low temperatures of the Gopal experiments, to a
point where the vapor pressures are a fraction of a Torr
(Figure 1), is suggested to contribute to the significant
problems with that data set. It is the divergence of the
experimental data sets at the lower temperatures that leads
to differences in the refit Antoine constants discussed above
(Tables 2 and 3) and to the significant differences in ∆Hvap

values.

Based on the limitations with the experimental data at
lower temperatures, the experimental P-T data were reana-
lyzed over a higher, though limited, range of temperatures
(390 to 430 K, Figure 1). This analysis included 1)
calculation of the ∆Hvap values using eq 2 over the selected
temperature range and 2) refitting the Antoine constants over
the selected temperature range (390 to 430 K) following
which ∆Hvap values were obtained from eq 4.

Table 2. Reported Antoine Constants for NMA1

reporteda A B C eq

Aucejo, 199315 12.49715 2658.377 -148.3473 lnP(kPa) ) A-B(1/(T+C))
Manczinger, 197517 7.7377 2043.37 -60.75 logP(Torr) ) A-B(1/(T+C))
Kortüm, 197013 7.8259 2793.3 0 logP (kPa) ) A-B(1/(T+C))
Gopal, 196812 11.063 3606 0 logP(Torr) ) A-B(1/(T+C))
Dykyj, 198418b 6.60575 1868.206 -75.963 logP(kPa) ) A-B(1/(T+C))

reported data converted to lnP and Torr lnP(Torr) ) A-B(1/(T+C))
Aucejo, 1993 14.51214 2658.377 -148.3473
Manczinger, 1975 17.81671 4705.0333 -60.75
Kortüm, 1970 20.034786 6431.81094 0
Gopal, 1968 25.473499 8303.121845 0
Dykyj, 1984 17.225287 4301.70329 -75.963

a Reported values are directly from the literature before and after conversion to common units. b Dykyj et al. Antoine constants represent
a previously published refitting of the Manczinger and Kortüm data.

Table 3. Antoine Constants Following Refitting to the Original Experimental Data

fit over the full range of
experimental dataa initial guessb A B C RMSE

Aucejo, 1993 i 14.5106 2658.4542 -148.3022 0.0118
ii 14.5888 2696.4742 -146.5925 0.0117
iii 20.2896 6183.4048 -22.2746 0.0304

Manczinger, 1975 i 18.4156 5107.5211 -47.0957 0.0379
ii 18.4156 5107.5211 -47.0957 0.0379
iii 18.4156 5107.5213 -47.0957 0.0379

Kortüm, 1970 i 20.7029 7157.6343 27.4688 0.0927
ii 20.7080 7162.0838 27.6048 0.0927
iii 20.8027 7245.8239 30.1571 0.0926

fit over 390 to 430 K initial guessb A B C RMSE

Aucejo, 1993 i 14.6435 2703.0937 -147.3946 0.0071
ii 17.9300 4698.0665 -64.1666 0.0075
iii 20.2324 6422.3774 -5.8062 0.0084

Manczinger, 1975 i 14.9198 2887.2697 -136.9291 0.0077
ii 17.8465 4706.7286 -61.4594 0.0066
iii 20.1255 6430.2474 -2.6391 0.0067

Kortüm, 1970 i 15.0520 2956.6394 -133.4645 0.0117
ii 17.8602 4704.1907 -61.7037 0.0110
iii 20.1509 6428.3894 -3.1271 0.0112

a Refitted constants are over the full temperature ranges reported in the respective studies (353 to 428 K for Aucejo et al., 333 to 443 for
Manczinger and Kortüm, and 353 to 479 for Kortüm and Biedersee) using eq 3. Units: pressure in Torr and temperature in K. b Initial
guesses from the reported Antoine constants from i) Aucejo et al., ii) Manczinger and Kortüm, and iii) Kortüm and Biedersee as reported in
Table 2.
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Results from these analyses are included in Table 1 for
the ∆Hvap values and in Table 3 for the Antoine constants.
Based on the calculation of ∆Hvap using eq 2 values close
to 13 kcal/mol were obtained for all three studies (Table 1,
row 4), with an average and standard deviation of 13.0 (
0.1 kcal/mol. Next, refitting of the three experimental data
sets over the range 390 to 430 K leads to Antione constants
that more accurately reproduce the experimental data as
compared to fits of the full temperature ranges used in the
experimental studies (Table 3, compare the RMSE values
for the top and bottom sections), though the RMSE are
similar for each of the subset Antoine constants. The
corresponding ∆Hvap values using eq 4 for the three fits of
the three data sets (Table 1, row 5) show the values to range
over 1.7 kcal/mol at 373 K, while all the values are in
excellent agreement at 410 K. Averaging over these values
yields a mean ∆Hvap value of 13.0 ( 0.1 kcal/mol at 410 K,
which is in ideal agreement with that obtained via eq 2 over
the same data range. Thus, it is evident that limitations in
the experimental data at low temperatures contribute to the
discrepancies in the ∆Hvap values of NMA reported in the
literature. Moreover, the present data analysis indicates that
a ∆Hvap value at 13.0 ( 0.1 kcal/mol at 410 K is reliable
and should be used as the target value (and temperature) for
the development of theoretical models of NMA.

As discussed in the Introduction a number of force field
development efforts have been based on calculation of the
heat of vaporization at 373 K. Accordingly, the Antoine
constants fit to 390-430 K data were used to predict ∆Hvap

at 373 K. The results in row 5 of Table 1 show the derived
values to range over 1.7 kcal/mol with an average and
standard deviation of 13.7 ( 0.6 kcal/mol. Thus, it is not
possible to determine a sufficiently accurate value of the heat
of vaporization at 373 K for use in force field development
due to the inherent limitations in the available experimental
P-T data sets.

With many liquids it may be difficult to obtain the original
experimental data to perform the analysis presented above;
however, two or more sets of Antoine constants may be
available in many cases. To test the possible utility of the
Antoine constants alone, the reported constants for NMA
(Table 2) were used to generate P-T data, with the results
presented in Figure 2. Inspection of the curves shows them
to agree well in the range of 390 to 430 K, with significant
divergence at lower temperatures, consistent with the original
experimental data. Such behavior is not unexpected as the
Antoine constants are simply fit to the original data, but the
behavior does indicate that if discrepancies exist in ∆Hvap

values for a liquid, inspection of the P-T curves calculated
from the Antoine constants may be of utility to select a
temperature range where significant agreement between the
different experiments occur, from which more reliable ∆Hvap

values may be obtained. Applying this type of analysis in
the present case using eq 2 applied to the calculated P-T
data in Figure 2 yields ∆Hvap values of 13.0, 12.9, 12.9, and
12.8, respectively, for the four data sets in Figure 2, yielding
an average of 12.9 ( 0.1 kcal/mol. This is within experi-
mental error of that calculated from the original experimental
data (Table 1, rows 4 and 5).

In summary, the wide range of ∆Hvap values reported in
the literature for liquid NMA is shown to be due to 1)
inaccuracies in reporting the temperatures at which the
experiments were performed and 2) limitations in the
experimental P-T data associated with decreased accuracy
in the data obtained at lower temperatures due to the low
vapor pressures of NMA. Taking these problems into account
allows for the extraction of consistent ∆Hvap values from
the data for the three studies for which experimental data
are available. This analysis suggests that the most reliable
value for ∆Hvap is 13.0 ( 0.1 at 410 K, the value and
temperature recommended for use in force field optimization
studies. The present results also indicate that similar analysis
may be appropriate for other neat liquids for which reported
∆Hvap are used for empirical force field development.
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Received April 17, 2008

Abstract: The rhodium catalyzed asymmetric hydrogenation of enamides to generate amino
acid products and derivatives is a widely used method to generate unnatural amino acids. The
choice of a chiral ligand is of utmost importance in this reaction and is often based on high
throughput screening or simply trial and error. A virtual screening method can greatly increase
the speed of the ligand screening process by calculating expected enantiomeric excesses from
relative energies of diastereomeric transition states. Utilizing the Q2MM method, new molecular
mechanics parameters are derived to model the hydride transfer transition state in the reaction.
The new parameters were based off of structures calculated at the B3LYP/LACVP** level of
theory and added to the MM3* force field. The new parameters were validated against a test
set of experimental data utilizing a wide range of bis-phosphine ligands. The computational
model agreed with experimental data well overall, with an unsigned mean error of 0.6 kcal/mol
against a set of 18 data points from experiment. The major errors in the computational model
were due either to large energetic errors at high e.e., still resulting in qualitative agreement, or
cases where large steric interactions prevent the reaction from proceeding as expected.

Introduction

The asymmetric hydrogenation of enamides has often been
used in the synthesis of R-amino acids.1 A representative
example of this reaction is shown in Scheme 1. In order to
perform this reaction asymmetrically, the choice of chiral
ligand is essential but often left to trial and error. High
throughput screening is often expensive both in cost of
materials and in the time required to screen a large library.
A computational method of ligand screening would be able
to screen a large library of ligands quickly and without the
need to purchase or synthesize the entire library ahead of
time. A virtual library can also be more flexible than an
experimental library as the virtual library can also include
novel ligands that may not be immediately available. The
ability to add new derivatives to the library or to design
completely new ligands with a few mouse clicks makes the

virtual screening more robust than if the library were limited
to previously synthesized ligands. Furthermore, since the bulk
of the screening is done in silico, a large library could be
screened by a single person without requiring an inordinate
amount of time. This computational screening method would
ultimately supplement the experimental screening by focusing
the experimental screening on a smaller set of promising
ligands. It is unlikely that any in silico screening method
would be accurate in all cases. However, even with a small
number of false negatives or false positives, the experimen-
talist would be led to a small set of useful ligands more
efficiently than by current empirical methods.

A computational model of a metal catalyzed asymmetric
reaction would have to involve a comparison of the energies
of diastereomeric transition states. Specifically, this requires

* Corresponding author e-mail:owiest@nd.edu.
† University of Notre Dame.
‡ University of Gothenburg.

Scheme 1. Rh-Catalyzed Hydrogenation of Enamides
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calculating the ∆∆G‡ of the diastereomeric transition states
that lead to the enantiomeric products. In order to calculate
the enantioselectivity of a reaction, a full conformational
search of the stereoselecting transition state must be per-
formed with the energies being derived from a Boltzmann
distribution. An exhaustive Monte Carlo (MC) search of even
a small molecule would be computationally impractical if
done with quantum mechanical (QM) methods, especially
in comparison to the time required to screen the library
experimentally. Molecular mechanics (MM) methods offer
a vast speed advantage over QM methods and implicitly
include dispersive interactions, which are poorly described
by single-determinant methods such as DFT, in their empiri-
cal parametrization of the nonbonded terms. However, MM
methods do not have adequate parameters for most metals,
nor are the underlying algorithms designed to determine local
maxima on the potential energy surface (PES). Finally, the
functional form used to describe bonds and angles is not
designed to describe transition states involved in the forming
and breaking of bonds, as there is no maximum point along
these potentials. Transition states and transition metals are
therefore typically calculated using the much slower QM
methods. One solution to this problem is the use of a QM/
MM model,2 wherein the metal catalyst and any forming or
breaking bonds that relate to the reaction coordinate are
treated with QM, and the rest of the molecule is treated with
MM. However, this still requires a QM calculation to be
performed at each step in the MC search of the conforma-
tional space and can become computationally unfeasible. In
order to maximize the speed advantage of MM over QM
methods and to circumvent the well-known problems of the
QM/MM cross terms,3 the model used to screen a large
library should be purely MM in nature. To this end, this study
employs the use of QM guided molecular mechanics or
Q2MM. The Q2MM method derives MM parameters for any
point on a PES, usually a transition state, from QM data
and treats the state being modeled as a minimum by
mathematically inverting the curvature along one dimension
of the PES.4 While this method does require some selected
QM calculations to be run, they are restricted to only the
force field development and are not required for the actual
library screening process.

The use of MM methods to model transition states has
been fairly well established. As mentioned previously, MM
methods cannot directly handle maxima on the PES, so early
uses of MM methods used various ground state analogues
for the transition state. To model the transition state of ester
hydrolysis, DeTar and co-workers used an ortho-acid as a
geometric model for the transition structure.5 More recently,
a similar approach was used to determine structure-based
activity of an enzyme through docking a transition state
analogue to the enzyme.6 This type of approach assumes
that energetic differences at the transition state are due to
the steric nature of the surrounding environment and not due
to the energy involved in the reaction coordinate itself.7

However, not all transition states do have appropriate ground-
state analogues. To circumvent this, Houk and co-workers
calculated transition states using ab initio methods and then
utilized the fixed geometry of the breaking and forming

bonds in MM calculations to determine selectivity in
reactions.8 This method ignores the possibility of the
surrounding environment playing a role in the transition state
geometry. While ground-state analogues would not respond
to external forces the same way that real transition structures
would, the ground-state analogues are still fully optimized
structures. Houk followed this up by developing new
parameters to model the transition state geometry as an
energy minimum, thus making a transition state force field
(TSFF). Bond lengths and angles of the new parameters were
set to QM derived values, and the force constants were
manually determined to reproduce MP2 energies.9 Menger
criticized the validity of these force fields, suggesting that
the observed trends by Houk and co-workers was due to
ground-state interactions which could be better modeled by
existing parameters,10 and then suggested an alternative
method that could increase the efficiency of developing new
parameters for future work.11

The Goddard group has developed a unique method of
MM, ReaxFF, wherein energy is not determined through
explicit bonds but through bond orders based on atomic
distances.12 In other MM type calculations, the energy is
based on the bonding specified by the input. Energies at
transition structure geometries would be abnormally high,
since the geometry is highly distorted from the expected
ground-state geometry. ReaxFF determines bonding based
on distance between atoms; therefore, a specific bonding
scheme is not fixed throughout a single calculation. While
this has been used for molecular dynamic simulations
involving reactions,13 the optimization algorithms are still
not designed to specifically locate transition states. The
SEAM method, developed by Jensen, determines transition
structures at the intersect of the reactant PES with the product
PES.14 This method requires only ground-state parameters
from which the transition state is extrapolated using Morse
potentials in specialized software.

All of the previous methods are still reliant on existing
parameters, but transition metal parameters are generally not
available, although the ReaxFF force fields have included
some metal parameters.15 Some attempts have been made
to develop parameters for all elements, most notably in the
UFF force field.16 Transition metal parameters, however,
must take into account changes in the coordination sphere,
and therefore general parameters may not be appropriate in
all situations.

The Q2MM method is designed to avoid some of these
shortcomings. The general philosophy behind this method
is to rapidly create a reaction specific force field, thus trading
the generality of a force field to achieve higher accuracy
while maintaining the speed advantage of a MM method.
The new parameters are derived from QM data and are
designed to be specific to the reaction being studied.4 The
transition structure is treated as a minimum and fully
optimized similar to Houk’s later work,8 but the force
constants are derived from a modified Hessian matrix from
the QM calculations.4 This approach circumvents the prob-
lems in the MM optimization algorithms that prevent
optimization to transition structures by effectively reducing
the dimensionality of the problem, and the highly specific
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new parameters are able to describe the transition metal and
transition structure appropriately.17

In order to develop a computational model for the
asymmetric, rhodium catalyzed hydrogenation of enamides,
the mechanism of the reaction must be known so that the
correct stereodifferentiating transition states for the reaction
are modeled. There has been a considerable amount of
experimental18–21 and theoretical22,23 work done previously
to determine the important transition states in the reaction.
The overall reaction scheme is shown in Figure 1.

The substrate binds to the catalyst to form a square planar
substrate-catalyst complex. This is followed by oxidative
addition of H2 to the complex to presumably form an
octahedral dihydride species, although this species has not
been observed experimentally. Transfer of one of the
hydrides to the substrate yields an alkyl hydride complex
that can be observed at low temperatures.18 Transfer of the
second hydride to the substrate yields the product, which
dissociates and regenerates the catalyst. The most notable
feature of the asymmetric reaction is that the relative energies
of the initial square planar catalyst-substrate complex do not
correlate with the observed enantiomeric excess in the
product. Specifically, the major diastereomeric square planar
complex gives rise to the minor enantiomer of the product.
The observed enantioselectivity is based on the relative
reactivity of the two substrate-catalyst complexes with
hydrogen to generate the product. This anti-lock-and-key
mechanism is a distinguishing feature of the reaction.18 It
has also been observed that formation of the alkyl hydride
species after the first hydride transfer is irreversible.21

Previous computational studies have further elaborated on
the mechanism of the reaction.22,23 There are four possible
orientations of hydrogen addition to the square planar
substrate-catalyst complex, as shown in Figure 2. Two of
these paths, labeled B and D in the nomenclature used by
Landis and co-workers,22a,b involve the hydrogen adding
parallel to the P-Rh-O bond, as opposed to the orthogonal
P-Rh-alkene bond. Addition along these pathways has been
determined to involve a very high barrier, and only the A

and C pathways, adding the hydrogen parallel to the
P-Rh-alkene bond, would be mechanistically accessible.
The A and C pathways differ in the addition of hydrogen to
the substrate based on proximity. Along the A pathway, the
first hydride addition is made to the �-carbon of the substrate,
distal to the enamide, while on the C pathway, the first
hydride addition is made to the R-carbon, proximal to the
enamide. Other studies from our laboratory23 and others22

have identified that the bias for A and C pathways is based
on the electronics of the substrate. For dehydro-R-amino
acids, the A pathway is the only energetically feasible
pathway for the reaction. If the substrate is electronically
reversed to a dehydro-�-amino acid, the C pathway is the
only energetically feasible pathway.23 This is due to the anion
stabilizing ability of the substrate at the transition state due
to the location of various electron withdrawing groups. Due
to the change in hydrogen addition as mentioned before, the
alkyl hydride intermediate that can be observed at low
temperatures should reflect this difference. Experimental
studies have confirmed this regioselectivity in that only the
A pathway alkyl hydride is observed for dehydro-R-amino
acid substrates18a and the C pathway alkyl hydride is
observed for dehydro-�-amino acid substrates.18b

The previous computational studies also identified the
relative energies of the transition states between the square
planar substrate-catalyst complex and the formation of the
alkyl hydride species. The two key transition states involved
are the oxidative addition of H2 to form the dihydride species
and the first hydride transfer to form the alkyl hydride
intermediate. For the dehydro-R-amino acid substrates, these
two transition states are close in energy, although the second
transition state is generally slightly higher in energy. Coupled
with the experimental studies that identify the formation of
the alkyl hydride species to be irreversible, this study focuses
solely on the second transition state as the key transition
state to model for this reaction. As previously mentioned
for the dehydro-R-amino acids studied here, only the A
pathway is energetically feasible, and consequently there is
only one transition state that needs to be modeled in this
reaction, despite the complexity of the mechanism.

In the present manuscript, we will present the development
of a Q2MM force field for the Rh(I)-catalyzed hydrogenation
of enamides.4 First, a QM training set has been calculated,
determining selected transition structures along with the
corresponding Hessian matrices and partial charges. Second,
we will discuss the adaptation of the basic force field, in
this case MM3*, to include any missing parameters so that
the force field can be used to describe the structures
calculated via QM. This will be followed by a description
of the optimization of the new force field parameters in stages

Figure 1. Overall mechanism of rhodium-catalyzed hydro-
genation of enamides.

Figure 2. Mechanistic pathways derived from the orientation
of H2 addition.
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to reproduce the QM data. Fourth, and finally, the new
parameters are validated by calculation of experimentally
observed enantiomeric excesses. Analysis of errors between
theory and experiment can help further refine the force field
parameters in an iterative way.

Computational Details

All QM calculations were performed using Jaguar 5.524 with
all structures fully optimized at the B3LYP level of theory
using the LACVP** basis set. This basis set corresponds to
a combination of the Los Alamos double-� LANL2DZ ECP25

for rhodium and the 6-31G** basis set for all other atoms.
This basis set is identical to that used by our laboratory
previously in mechanistic investigations23 of the reaction and
similar to that used by Landis and co-workers in both DFT22a

and ONIOM,22b,22c level computations previously reported.
All reported energies are enthalpies calculated at 298 K and
1 atm. Transition structures were located through the
eigenvector following routine implemented in Jaguar and
were confirmed as transition structures through the calcula-
tion of frequencies and identification of exactly one negative
eigenvalues in the Hessian matrix. Partial charges were
calculated through electrostatic potential fitting.26 Molecular
mechanics calculations were performed with MacroModel
8.627 using the MM3* force field as a functional form,28

supplemented with additional terms as derived using the
Q2MM method as described in the text and elsewhere.4

Enantiomeric excesses were calculated from Boltzmann
weighted energies at 298 K calculated through Monte Carlo
conformational search of the transition structure. At least
15000 MC steps were used for each diastereomer of each
ligand-substrate combination, with additional 15000-step
searches performed, if necessary, until the MC search had
converged. MC searches were considered converged when
no new low energy structures (within 1 kcal/mol of the global
minimum) were located within the last 5000 steps of the
search. Details of the input files used are given in the
Supporting Information.

Results and Discussion

Calculation of the QM Training Set. The QM training
set for this system is composed of four ligands in the
respective diastereomeric transition structures in several
conformations. All systems were calculated using the previ-
ously studied R-formamidoacrylonitrile as a model substrate
for a dehydro-amino acid.22,23 The ligands used, shown in
Figure 3, are comprised of two achiral ligands, Z-dimeth-
ylphosphinoethene (ZDMP) and dimethylphosphinoethane
(DMPE), and two chiral ligands, (R,R)-Me-DuPHOS and
(R,R)-Me-BPE. The two chiral ligands were calculated in

both the pro-R and pro-S orientations of the dehydroamino
acid. The two ligands with saturated backbones, DMPE and
BPE, can undergo a pseudo ring flip when bound to the
rhodium catalyst. This allows for a conformational change
that adds an additional relative energy data point. In total,
nine QM transition structures were calculated: one ZDMP
structure, two DMPE conformations, two DuPHOS diaster-
eomers, and two conformations of each of two BPE
diastereomers.

The calculated QM structures showing the conformational
switch in the DMPE ligand are shown in Figure 4. The BPE
ligand undergoes a similar conformational change due to the
saturated carbon linker between the two phosphorus atoms.
The nine structures have very similar geometries around the
rhodium catalyst and substrate. The average bond lengths
and angle measurements of the structures involving the
rhodium catalyst or forming and breaking bonds are shown
in Table 1 for the bonds and Table 2 for the angles. A more
complete table of geometric data, as well as Cartesian
coordinates, is listed in the Supporting Information. The nine

Figure 3. Ligands used for the QM training set.

Figure 4. Optimized QM structures for the hydride transfer
transition state using the DMPE ligand.

Table 1. Average Bond Lengths for Select Parameters in
the Transition Structures

bond av length (Å) std. dev.

Rh-O 2.22 0.005
Rh-C 2.34 0.017
Rh-Pt 2.29 0.011
Rh-Pc 2.39 0.012
Rh-Ha 1.56 0.002
Rh-He 1.63 0.010
C-C 1.42 0.001
C-H 1.71 0.020

Table 2. Average Angles for Select Parameters in the
Transition Structures

angle av value (°) std. dev.

O-Rh-C 74.6 0.411
O-Rh-Pt 171.4 2.608
O-Rh-Pc 89.7 0.894
O-Rh-Ha 93.0 1.074
O-Rh-He 93.0 0.790
C-Rh-Pt 113.6 3.076
C-Rh-Pc 108.1 3.146
C-Rh-Ha 162.1 1.180
C-Rh-He 83.0 1.006
Pt-Rh-Pc 86.4 0.354
Pt-Rh-Ha 79.2 2.098
Pt-Rh-He 89.5 0.495
Pc-Rh-Ha 84.2 2.532
Pc-Rh-He 168.8 4.162
Ha-Rh-He 84.9 1.902
C-C-H 117.4 0.709
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calculated transition structures share structural similarities,
with all bond lengths and angles involving the rhodium
catalyst, and the changing bonds are fairly consistent between
all nine structures. The substrate binding to the rhodium
shows an almost constant Rh-O bond length with an average
of 2.22 Å, but the Rh-C bond length shows some variation
based on the size of the ligand. The Rh-C bond length for
the two achiral ligands averages 2.32 Å. However, the larger
DuPHOS and BPE ligands have the Rh-C bond length
slightly longer at an average of 2.35 Å, for an overall average
of 2.34 Å. The ligand binds asymmetrically to the rhodium
catalyst with two different Rh-P bond lengths. For clarity,
the two phosphorus atoms have been named Pc and Pt, with
the phosphorus proximal to the oxygen denoted as Pc

and the distal phosphorus as Pt. These labels are shown in
Figure 5. The Rh-Pc bond has been calculated to have a
length approximately 0.1 Å longer than the Rh-Pt bond,
with average bond lengths of 2.39 Å and 2.29 Å, respectively,
in good agreement with the large trans influence of hydrides
compared to neutral oxygen ligands.19a,29

The two hydrides bound to the Rh are also differentiated
since the one in the phosphine plane is involved in the
reaction coordinate. The reacting hydride in the equatorial
plane of the phosphine ligand is labeled He, and the
unreactive hydride that is out of the phosphine plane is
labeled Ha and also described in Figure 5. The equatorial
hydride has an expected longer average Rh-H bond distance
of 1.63 Å compared to the average 1.59 Å for the axial
hydride. The equatorial hydrides are also differentiated based
on the size of the ligand as well. The achiral ligands have
an average R-He bond length of 1.64 Å, whereas the larger
chiral ligands have a slightly shorter Rh-He bond length of
1.62 Å. Furthermore, the forming C-H transition state bond
length is slightly shorter for the achiral ligands, averaging
1.69 Å, whereas the chiral ligands have an average C-H
bond length of 1.72 Å. This combination of data suggests
that the larger steric demands of the chiral DuPHOS and
BPE ligands enforce a slightly earlier transition state than
the smaller achiral model ligands. Interestingly, the reacting
CdC double bond does not show a noticeable bond length
difference between the structures, with a 1.42 Å bond length
for all calculated structures.

Modification of the MM3* Force Field. The existing
MM3* force field supplied with MacroModel is insufficient
to describe this transition state because it lacks suitable atom
types and molecular mechanics parameters. As mentioned
previously, the rhodium atom is not defined in the force field
file. In addition to this, the existing parameters for hydrogen
atoms are not sufficient for describing the two hydrides in
the structure, and the two phosphorus atoms need to be
differentiated. MacroModel includes a Z0 atom type that is

designed for user definition; this atom type was used for the
rhodium. The two hydrides were defined as atom types H6
(axial) and H7 (equatorial), which were amended to the atom
type files as atom type numbers 46 and 47, respectively. The
existing parameters for phosphorus atoms, previously labeled
P0, were used in the creation of two more phosphorus atom
types numbered 104 and 105, labeled as P1 and P2, and were
not further optimized. The phosphorus proximal to the
oxygen of the substrate was defined as being atom type P1,
and the phosphorus distal to the oxygen was defined as atom
type P2. The new parameters were then added to the force
field file with the use of the substructure section that is
utilized in MacroModel. The labeling of the substructure and
given bonds are shown in Figure 6.

New MM Parameter Optimization. The newly defined
parameters were optimized through the minimization of the
penalty function, as described above and in Scheme 2. In
the penalty function, the weighting values are the inverse of
the tolerance for each type of data. The geometric tolerances
are initially set to 0.01 Å for bonds, 0.5° for angles, and 1°
for torsions. The tolerance for partial charges is set at 0.02
electrons. Various tolerances are used for the Hessian matrix
to emphasize important interactions, like 1,4-interactions,
while reducing the impact of longer range interactions. The
tolerance for relative energies was initially set at 1 kJ/mol,
but this tolerance was lowered to 0.1 kJ/mol to increase
accuracy, as described later in the text. The minimization of
the penalty function was performed through a combination
of a Newton-Raphson and Simplex optimizations. The
Simplex procedure is more efficient when the penalty
function is far from a minimum, and therefore this is only
used at early stages of the optimization. The optimization
of the penalty function is considered converged when the
function is improved by less than 0.01% between steps, with
only Newton-Raphson steps used when the function im-
provement is less than 1% between optimization steps.

Initial bond lengths and angle measurements for param-
eters to be optimized were set to average QM values of the
corresponding parameter, and the force constants were set
to initial values of 5.0 mdyn/Å for bonds and 0.5 mdyn
Å/rad2 for angles. The definition of this substructure and
added parameters for new atom types are given in the
Supporting Information. The optimization of the new pa-

Figure 5. Rhodium catalyst and core atoms with labels used
in the text.

Figure 6. Substructure specification for new MM parameters.
The overall structure is shown on the left, and the correspond-
ing new atom types are shown on the right. All bonds in the
substrate are single bonds, except for dashed bonds which
are defined as zero order.

Scheme 2. Penalty Function for New MM Parameter
Optimization
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rameters was then undertaken in several steps. The first step
was the optimization of the dipole moments in the new bond
parameters to fit the partial charges of the MM structures to
the calculated electrostatic potential (ESP) charges of the
DFT structures. During this optimization, the only parameters
optimized were the dipole moments, and the reference data
were only the partial charges. Once the penalty function had
converged for the dipole optimization, the next step of the
optimization was the initial optimization of the force
constants, which was done independently for each structure.
In this step, only the force constants were optimized, with
the penalty function convergence criteria set to 1% overall
instead of 0.01%, and the comparison data in the penalty
function were based on the geometric data and the full
Hessian matrix for each structure independently.

After this optimization, it was noted that several force
constants tended to zero consistently among all nine struc-
tures. Some other force constants were noted to be very large.
These large values corresponded to forming or breaking
bonds. Since the Hessian matrix was altered to change the
single negative eigenvalue to a large positive value, this
generates an artificially large force constant corresponding
to the reaction coordinate.4 Therefore, these large force
constants were allowable as long as they were involved in
forming or breaking bonds. A single force field was then
generated based on the optimized parameters for a better
“initial guess” of force constants. These parameters were then
optimized to reproduce the geometrical data of all nine
structures along with the Hessian matrices of the achiral
ligands and the relative enthalpies of diastereomeric struc-
tures. This optimization was done in two steps. First, the
force constants alone were optimized with a 1% tolerance
for convergence in the penalty function. Second, all geo-
metric parameters and force constants were optimized with
a 0.01% tolerance in the penalty function for convergence.
In order to emphasize the importance of the relative energies
in the parametrization, two force fields were derived from
the QM data. The first force field, denoted as RhH, has the
energy tolerance set at 1 kJ/mol for the relative energies.
The second force field set the penalty threshold at 0.1 kJ/
mol or a 10 times higher weighting for the error in the
parametrization. This force field is denoted as the RhH-E.
The resulting new parameters are listed in the Supporting
Information. The bond lengths, angles, and force constants
are given to four decimal places because of the number of
significant figures required by the MacroModel program and
is not meant to imply the level of accuracy of the parameters
themselves.

The new bond parameters show excellent agreement with
the average QM values for the corresponding bonds, as
shown in Table 3 for the RhH and the RhH-E force fields,
respectively. Furthermore, the bond parameters between the
RhH and RhH-E force fields are extremely similar. The
Rh-O bond length in the QM calculations had an average
length of 2.22 Å. The new parameters for the Rh-O bond
are 2.2213 Å for the RhH force field and 2.2091 Å for the
RhH-E force field. The force constants for both fields are
also similar, being 1.7982 and 1.7138 mdyn/Å, respectively.
The average QM Rh-C bond length is 2.34 Å, and both

force fields have optimized parameters of 2.3388 Å, which
is the actual average bond length when taken out to four
decimal places. This parameter was not actually optimized,
as the force constant for this bond was set to zero from the
initial force constant optimization of each individual struc-
ture, as noted above. The parameter could not simply be
omitted or the program would crash due to a missing
parameter, even if that parameter does not contribute to the
total energy due to the zero force constant. The Rh-P bonds
were different based on their orientation to the substrate. The
Rh-Pc bond length is 2.39 Å, and the Rh-Pt bond length is
2.29 Å in the QM structures. The force constants for the
two bonds also varied slightly based on position and
optimization procedure. The corresponding force field pa-
rameters were 2.3931 Å and 2.3914 Å, for the RhH and
RhH-E force fields, respectively, for the Rh-Pc bond and
2.2844 Å and 2.2886 Å for the Rh-Pt bond. For the Rh-Pc

bond, the two force fields had similar force constants, 5.1238
and 5.0700 mdyn/Å for the RhH and RhH-E force fields,
respectively. The Rh-Pt had a force constant of 3.6079
mdyn/Å for the RhH force field but a weaker 1.5293 mdyn/Å
for the RhH-E force field.

The two Rh-H bonds were also differentiated, with the
axial, unreacting Rh-H bond being a slightly shorter 1.56
Å compared to the 1.63 Å of the reacting Rh-H bond. The
parameters for the axial Rh-H bond were 1.5642 Å and
1.5684 Å, and for the reactive Rh-H bond the parameters
were 1.6009 Å and 1.6169 Å for the RhH and RhH-E force
fields, respectively. The force constants for the axial Rh-H
bond were also larger than those for the equatorial Rh-H
bond. In the RhH force field, the force constants were 2.5618
mdyn/Å for the axial bond and 1.8394 mdyn/Å for the
equatorial bond, and in the RhH-E force field they were a
similar 2.5782 and 1.6059 mdyn/Å.

The new parameters for the reacting CdC double bond
are 1.4317 Å for the RhH force field and 1.4281 Å for the
RhH-E force field, compared to an average value of 1.42 Å
in the QM structures. This bond length suggests that the
reacting CdC double bond is much more like a C-C single
bond. The existing parameters for C-C single and double
bonds utilizing the sp2 hybridized C2 atom type in the MM3*
force field have bond lengths of 1.3430 Å for a double bond
and 1.4700 Å for a single bond. The force constant for the
reacting CdC double bond was optimized to be 5.5008
mdyn/Å in the RhH force field and 4.1874 mdyn/Å in the

Table 3. New Bond Parameters for the RhH and RhF-E
Force Fields

RhH RhH-E

bond length (Å)

force
constant
(mdyn/Å) length (Å)

force
constant
(mdyn/Å)

Rh-Pc 2.3921 5.1238 2.3914 5.0700
Rh-Pt 2.2844 3.6079 2.2886 1.5293
Rh-O 2.2213 1.7982 2.2091 1.7138
Rh-C 2.3388 0.0000 2.3388 0.0000
Rh-He 1.6009 1.8394 1.6169 1.6059
Rh-Ha 1.5642 2.5618 1.684 2.5782
C-C 1.4317 5.5008 1.4281 4.1874
C-H 1.7686 18.4542 1.7492 21.9463
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RhH-E force field. Both of these force constants are lower
than for the existing ground-state bonds, being 7.5000 and
6.0000 mdyn/Å for double and single bonds, respectively.

The forming C-H bond has an average QM length of 1.71
Å, but the new values are slightly longer at 1.7686 Å for
the RhH force field and 1.7492 Å for the RhH-E force field.
The larger chiral ligands showed slightly longer C-H bonds
at the transition states, and these larger parameters do not
penalize this sterically larger environment for forcing a
slightly earlier transition state. The force constant for this
parameter is also rather large, 18.4542 mdyn/Å in the RhH
force field and 21.9463 mdyn/Å in the RhH-E force field.
However, this is an expected result of the Hessian inversion
technique used in the Q2MM method. The negative eigen-
value of the Hessian matrix was replaced with a large positive
value.4 Therefore, the force constants corresponding to the
reaction coordinate will be unnaturally large as a result.
Interestingly, only the forming C-H bond contains an
abnormally large force constant, and the reacting CdC
double bond and the breaking Rh-H bonds show force
constants that are within the normal range for other param-
eters in the MM3* force field. Since the large force constant
corresponds to the reaction coordinate, this suggests that the
reaction coordinate is localized in this forming C-H bond
and is not coupled to a corresponding C-C bond change or
Rh-H bond breaking. Analysis of the QM calculated
frequencies confirms this, with the negative frequency
affecting almost exclusively the forming C-H bond.

There were also 22 new angle parameters optimized in
the process. As with the bonds, the angle parameters were
similar between the two force fields. Selected parameters are
shown in Table 4 for the RhH and RhH-E force fields. The
entire set of new parameters is listed in the Supporting
Information. Out of these, four parameters had force
constants set to zero after the initial individual parameter
optimization. As with the Rh-C bond parameter, the angle
parameters with zero force constants could not be omitted
from the force field to allow for the program to run correctly.
These parameters were the angles from the reacting, equato-
rial hydrogen to both phosphorus atoms, the angle between

the two hydrides on the rhodium, and the C-C-H angle of
the substrate and reacting hydride. A fifth angle, the
O-Rh-C angle, from the carbonyl oxygen to the R carbon
of the substrate, had force constants that optimized to an
extremely small 0.0009 mdyn Å/rad2 for both force fields.
The angle parameter for the O-Rh-C angle optimized to
82.4448° in the RhH force field and 71.8505° in the RhH-E
force field. Compared to the average QM value of 74.6°,
these optimized parameters are not in complete agreement.
Since the O-Rh-C angle is part of a five-membered ring,
and since the corresponding force constant is extremely low,
the MM calculated angle can be defined through other
parameters in the ring without a large energy penalty
resulting from this discrepancy. This parameter could also
be reset to the average QM angle with a zero force constant,
as with the other four angles with zero force constants, but
this is unnecessary since parameters with zero force constants
do not affect the overall energy of the system.

The positioning of the carbonyl oxygen with respect to
the phosphine ligand is determined through two O-Rh-P
angle parameters corresponding to the two differentiated
phosphorus atoms. The O-Rh-Pc angle was calculated to
be 89.7°, and the optimized parameters are 90.3323° for
the RhH force field and 90.4351° for the RhH-E force field.
The O-Rh-Pt angle was calculated to be 171.4°, and the
optimized parameters are 175.3066° for the RhH force field
and 169.9754° for the RhH-E force field. Since the oxygen
has a larger steric interaction with Pc, the agreement is more
important with Pc than Pt. Furthermore, the corresponding
force constants are higher for the O-Rh-Pc angle than for
the Pt angle. The RhH force field has force constants of
0.6735 mdyn Å/rad2 and 0.1113 mdyn Å/rad2, for O-Rh-Pc

and O-Rh-Pt, and the RhH-E force field has very similar
values of 0.6365 mdyn Å/rad2 and 0.1161 mdyn Å/rad2.

The P-Rh-P ligand bite angle is also important in this
system. Since the ligands were all bis-phosphine ligands with
two carbon linkers, the bite angles of all the ligands were
similar with an average 86.4° with very little variation
between the QM calculated structures. The optimized MM
parameters of 85.8789° in the RhH force field and 86.0062°
in the RhH-E force field are within one degree of the average
QM value, and the force constants are rather large, 5.5794
mdyn Å/rad2 in the RhH force field and 4.7580 mdyn Å/rad2

in the RhH-E force field. The lack of variation in bite angle
in the QM data set and the resulting highly rigid angle
parameter may be a source of error if a ligand with a much
different bite angle is used. This error is likely to be canceled
since enantiomeric excess is based on a relative energy
between diastereomers, specifically the ∆∆G‡. It is unlikely
that the diastereomeric pro-R and pro-S transition states
would involve drastically different ligand bite angles, and
therefore any energy penalty due to ligand bite angle
difference would be systematic. The rest of the angle
parameters were optimized to within 5 degrees of the
corresponding average QM value, and the force constants
were within the range of angle force constants seen elsewhere
in the MM3* force field. These additional parameters are
described in detail in the Supporting Information.

Table 4. Select New Angle Parameters for the RhH Force
Field

RhH RhH-E

angle angle (°) angle (°)
force constant
(mdyn Å/rad2)

force constant
(mdyn Å/rad2)

O-Rh-C 82.4448 71.8505 0.0009 0.0009
O-Rh-Pt 175.3066 169.9754 0.1113 0.1161
O-Rh-Pc 90.3323 90.4351 0.6735 0.6365
O-Rh-Ha 92.4769 93.0980 0.2785 1.2412
O-Rh-He 92.4818 92.2411 0.9752 0.9907
C-Rh-Pt 114.0324 113.9045 0.8134 1.2435
C-Rh-Pc 107.8407 108.8086 0.1108 0.1934
C-Rh-Ha 167.8640 168.5483 0.3168 0.2779
C-Rh-He 85.8487 85.5483 0.5178 0.8171
Pt-Rh-Pc 85.8789 86.0062 5.5794 4.7580
Pt-Rh-Ha 80.6824 84.3121 0.5802 0.4871
Pt-Rh-He 89.4721 89.4721 0.0000 0.0000
Pc-Rh-Ha 86.5384 85.4339 0.6378 0.7558
Pc-Rh-He 168.7540 168.7540 0.0000 0.0000
Ha-Rh-He 84.8617 84.8617 0.0000 0.0000
C-C-H 113.3287 113.3287 0.0000 0.0000
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To include all parameters required by the program, ten
torsion parameters were included in the force fields. Due to
the pseudo-octahedral nature of the catalyst substructure,
torsions are redundant when combined with the necessary
bond and angle parameters. Furthermore, since the substrate
and ligand are both bidentate in their binding, there is a lack
of conformational flexibility that would require torsional
parameters. The ten added torsions are all general parameters
and are all set with V1 ) V2 ) V3 ) 0.0000, therefore not
adding any torsional component to the energy of the
substructure.

Comparison of QM and MM Optimized Structures.
All nine structures showed excellent agreement between the
QM and MM methods with regards to the bonds and angles
defined by the new parameters. The statistics for the
comparisons of the average bond lengths are shown in Table
5 and average angle measurements in Table 6. For the bond
lengths, the rmsd between the QM and MM structures were
0.03 Å or less for all new bonds with both force fields, except
for the forming C-H bond, where the rmsd was 0.08 Å in
the RhH force field and 0.10 Å in the RhH-E force field.
This slightly higher error is due to the extremely large force
constant described previously that results in an almost
constant value of 1.63 Å in the RhH force field and 1.61 Å
in the RhH-E force field compared to the QM average value
of 1.71 Å. As has been discussed earlier, the Q2MM
technique results in a negative response to steric crowding

of the breaking and forming bonds; the utilization of a high
force constant serves to minimize the error by minimizing
the bond length variation.4,30

The newly defined angles generally have RMSDs under
2 degrees, with a small number of exceptions. The C-Rh-H
angle averages 83.0° in the QM structures, but only 81.2°
in the RhH force field with an rmsd of 2.0°, and 80.7° in
the RhH-E force field with an rmsd of 2.5°. Since the forming
C-H bond is systematically shorter in the MM structures
than in the QM structures, it follows that that this angle
would also be smaller as this angle is opposite the forming
C-H bond in a four-membered ring. Two other angles with
large deviations are the O-Rh-Pt and C-Rh-Pt angles that
have RMSDs between 1.9° and 2.3°. These deviations result
from the effect of the ligand bite angle. The P-Rh-P angle
averages 86.4° in the QM structures, but a slightly smaller
85.3° from the RhH force field, and 85.2° from the RhH-E
force field. Since the force constant on this angle is much
larger than those on the O-Rh-Pt or C-Rh-Pt angles, the
bite angle is enforced at the expense of other angles. The
result is a slightly smaller O-Rh-Pt angle and a slightly
larger C-Rh-Pt angle. Overall, it does not grossly distort
the structures and the errors are systematic and relatively
small. It is also worth noting that the parameters with zero
force constants did not show any excessively large deviations.
The Rh-C bond has RMSDs of 0.01 Å for both force fields,
and the five angles with zero, or vanishingly small, force
constants had RMSDs ranging from 0.3° to 1.7°. From these
data, it can be concluded that the force constants can go to
zero in the optimization due to the parameters being defined
through the use of other parameters within a ring.

The accurate reproduction of the relative energies between
diastereomers and conformers is very important to the
predictive ability of the new force field parameters. The two
force fields performed moderately well in reproducing the
relative energies afforded by the training set. The relative
QM enthalpies and corresponding MM energies are shown
in Table 7. The RhH force field generally had poorer energy
reproduction than the RhH-E force field, with an rmsd of
0.5 kcal/mol compared to 0.3 kcal/mol for the RhH-E force
field. The largest unsigned error for the RhH force field was
between two structures that were diastereomers utilizing the
BPE ligand where the RhH force field underestimated the
energy by 0.8 kcal/mol. The largest unsigned error for
the RhH-E force field was half of that for the RhH force
field, 0.4 kcal/mol, also for diastereomers involving the BPE
ligand. The energy reproductions for the conformers of the
DMPE ligand and the diastereomers of the DuPHOS ligand
were under 0.2 kcal/mol for both force fields. The emphasis
on energy values in the RhH-E force field is thus evident in

Table 5. Comparison of Average Bond Lengths (Å)
Between QM and MM Optimized Structures for Selected
Parameters in the Transition State

RhH RhH-E

bond QM av rmsd av rmsd

Rh-O 2.22 2.23 0.00 2.22 0.01
Rh-C 2.34 2.34 0.01 2.34 0.01
Rh-Pt 2.29 2.30 0.01 2.32 0.03
Rh-Pc 2.39 2.40 0.01 2.39 0.01
Rh-Hax 1.56 1.56 0.00 1.57 0.00
Rh-Heq 1.63 1.64 0.02 1.66 0.03
C-C 1.42 1.45 0.03 1.45 0.03
C-H 1.71 1.63 0.08 1.61 0.10

Table 6. Comparison of Average Angle Measurements
(deg) between QM and MM Optimized Structures for
Selected Parameters in the Transition State

RhH RhH-E

angle QM av rmsd av rmsd

O-Rh-C 74.6 74.2 0.5 74.7 0.3
O-Rh-Pt 171.4 170.3 1.9 170.6 2.0
O-Rh-Pc 89.7 89.3 0.7 89.1 0.9
O-Rh-Hax 93.0 92.9 0.5 92.3 1.1
O-Rh-Heq 93.0 93.5 0.9 93.4 0.9
C-Rh-Pt 113.6 115.1 2.3 114.3 2.2
C-Rh-Pc 108.1 109.2 1.2 109.9 1.8
C-Rh-Hax 162.1 161.1 1.5 160.8 1.7
C-Rh-Heq 83.0 81.2 2.0 80.7 2.5
Pt-Rh-Pc 86.4 85.3 1.2 85.2 1.3
Pt-Rh-Hax 79.2 78.6 1.5 79.7 1.3
Pt-Rh-Heq 89.5 90.5 1.2 90.9 1.7
Pc-Rh-Hax 84.2 83.8 1.4 83.3 1.8
Pc-Rh-Heq 168.8 169.5 1.3 169.4 1.5
Hax-Rh-Heq 84.9 86.0 1.4 86.4 1.7

Table 7. Comparison of Calculated Enthalpies (kcal/mol)
between QM and MM Optimized Diastereomers and
Conformers

ligand QM RhH RhH-E

DMPE -0.1 -0.3 -0.2
DuPHOS 2.3 2.1 2.2
BPE 1 2.2 2.0 2.0
BPE 2 1.9 2.5 2.4
BPE 3 3.0 2.2 2.7
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the reduction of errors in the training set. Nevertheless, the
differences are fairly subtle, as can be seen in the similar
optimized parameters in the two force fields. This also
indicates that the optimization procedure is fairly robust at
least in the present case.

Validation of the MM Parameters. Although the focus
of the present manuscript is on the development rather

than the application of the force field, it is important that
the optimized parameters are validated using a test
set that was not part of the training set. At the same time,
the number of possible data sets that were studied under
identical conditions and cover a range of substrates and
e.e. in the literature is surprisingly small. Finally, an ideal
data set would also allow a test of how well the underlying
DFT calculations reproduce the interactions in the ste-
reodetermining transition structures, even though in the
absence of conformational sampling it is not expected that
they accurately reproduce the experimentally observed
e.e.s. As a compromise between all these boundary
conditions, we chose a data set utilizing the DuPHOS and
BPE ligands and a set of dehydro-R-amino acid substrates
with symmetric alkyl groups at the � position, as shown
in Figure 7.31 The DuPHOS and BPE ligands were studied
by DFT and used in the parameter optimization, but
the experimentally observed e.e.s were not used in the
parametrization. The substrates are not the same as the
model substrate that was used in the QM training set and
correspond to the substrates that would be used in a real-
world study.

The computational results and reported experimental
values are given as percent enantiomeric excesses, as
shown in Figure 8 for the DuPHOS ligand and in Figure
9 for the BPE ligand. It can be seen in these two figures
that the agreement between experimental and computa-

Figure 7. Substrates in the test set.

Figure 8. Comparison of computed e.e. (left) and energies (right) from the RhH force field (circles) and RhH-E force field
(triangles) to experimental values (solid squares) for reactions using the DuPHOS ligand.

Figure 9. Comparison of computed e.e. (left) and energies (right) from the RhH force field (circles) and RhH-E force field
(triangles) to experimental values (solid squares) for reactions using the BPE ligand.
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tional values is very good. Because the experimentally
observed e.e.s in this data set, like in most published cases,
are very high, a statistical analysis in terms of e.e. is not
very useful, and a discussion in terms of energies gives
more insight into the performance of the method (for full
listing of the energies, see tables in the Supporting
Information). For the DuPHOS ligand using the RhH force
field, the mean unsigned error is 0.4 kcal/mol with a
maximum error of 0.7 kcal/mol, and the RhH-E force field
performed slightly better with a mean unsigned error of
0.3 kcal/mol, with a maximum absolute error of 0.6 kcal/
mol. The BPE ligand faired even better with a mean
unsigned error of 0.2 kcal/mol for both force fields and a
maximum error of 0.9 kcal/mol for the RhH force field
and 0.6 kcal/mol for the RhH-E force field. The poorer
performance of the DuPHOS ligand is mostly attributed
to a disagreement between theory and experiment using
substrate Du3, which is the dipropyl derivative of the
substrate. This substrate gave an 85.1% e.e. experimen-
tally, but the rest of the substrates showed e.e.s between
93.7% and 99.0%. For the chirally similar BPE ligand,
Du3 was experimentally determined to generate the
reduced product in 96.8% e.e. From a statistical viewpoint,
the error contributed by Du3 is minor and does not
diminish the performance of the force fields to reproduce
these experimental data. Excluding this data point from
the error analysis does not affect the unsigned mean error.
Energetically, this point is the largest error for the
DuPHOS ligand using the RhH-E force field, but the
maximum unsigned error using the RhH force field is with
substrate Du9, where the experimental e.e. of 93.7% was
calculated to be a slightly higher 98.2% e.e.

Conclusions

The newly derived transition state force field parameters
for the rhodium-catalyzed hydrogenation of enamides
perform very well, both in comparison to the QM data
and a variety of substrates. The reaction-specific force field
parameters for the hydrogenation of dehydro-R-amino acid
substrates with chiral bis-phosphine ligands describe the
enantioselectivity of the synthesis of amino acids well and
can find wide applicability to this important reaction32 but
can most likely not be used for other types of reactions
or substrates. The two force fields, derived from different
tolerance levels of relative energies in the Q2MM method,
had new parameters that were very similar to each other
and, as a result, demonstrate the robustness of the fitting
procedure and performed similarly as well. At the present
state of development, the new parameters meet the
objective stated at the outset of this work to provide a
computational tool for rapid in silico screening of a library
of ligands to identify a smaller subset for experimental
screening. This goal is met, even with the small number
of false positives and false negatives that arise. Nonethe-
less, further modifications of the parameters may lead to
improved performance of this computational screening
tool.
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Abstract: On the basis of systematic examinations it was found that the BMK functional
significantly outperformed the other popular density functional theory methods including B3LYP,
B3P86, KMLYP, MPW1P86, O3LYP, and X3LYP for the calculation of bond dissociation
enthalpies (BDEs). However, it was also found that even the BMK functional might dramatically
fail in predicting the BDEs of some chemical bonds. To solve this problem, a new composite ab
initio method named G3//BMK was developed by combining the strengths of both the G3 theory
and BMK. G3//BMK was found to outperform the G3 and G3//B3LYP methods. It could accurately
predict the BDEs of diverse types of chemical bonds in various organic molecules within a
precision of ca. 1.2 kcal/mol.

1. Introduction

Bond dissociation enthalpy (BDE) is defined as the enthalpy
change of the gas-phase reaction A-Bf A• + B• at 298 K,
1 atm.1 A sound knowledge of BDE is fundamental to
understanding diverse chemical and biochemical processes.2

For that reason, there have been considerable efforts devoted
to the determination of BDEs of various molecules.3

Nonetheless, because of the experimental difficulties in
dealing with highly reactive radical species, it remains
difficult to reliably measure the BDEs of many important
compounds. Much controversy has also taken place in the
literature over the past 20 years concerning the BDEs of some
simple molecules.3

An alternative approach to obtain BDE is to use quantum
chemistry theories. This approach has proven to be useful
and important in many fields because it is fast and relatively
inexpensive. However, because open-shell radical systems
are involved, one should be careful to choose theoretical
methods for BDE calculation. Generally speaking, unre-
stricted Hartree-Fock and perturbation methods are not
recommended for BDE calculation due to their spin-
contamination problems.4 More sophisticated ab initio
methods such as QCISD and CCSD tend to outperform HF
and MP2, but these advanced methods may also seriously
underestimate some BDEs.5

The density functional theory (DFT) is currently a more
practicable method for BDE calculation.6,7 This method
usually does not show serious spin-contamination and,
therefore, is believed to be desirable for open-shell systems.
The relatively low CPU-cost of the DFT method is also
advantageous. Nevertheless, Jursic’s8 and our previous
studies9 showed that some popular DFT methods tend to
underestimate BDEs by ca. 2-6 kcal/mol! This conclusion
was supported by several more recent studies.10 Some of
the latest studies also showed from a more general perspec-
tive that popular DFT models (e.g., B3LYP) could system-
atically underestimate various reaction energies in treatments
of organic molecules.11,12

The reliability problem of the DFT methods calls for the
development and performance test of new functionals for
each particular computational target.13 Here we report on
the basis of systematic tests that the newly developed BMK
functional considerably outperforms many other popular
functionals including B3LYP, B3P86, KMLYP, MPW1P86,
O3LYP, and X3LYP for the BDE calculation. From this
finding we further develop a new composite ab initio method
named G3//BMK. This new method can accurately and
reliably predict the BDEs of diverse types of chemical bonds
in various organic molecules within a precision of ca. 1.2
kcal/mol. All calculations were performed with the Gaussian
03 suite of programs.14* Corresponding author e-mail: fuyao@ustc.edu.cn.
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2. Performance of BMK in BDE Calculation

2.1. BMK Is Superior to the Other Functionals. Our
finding initially arises from the study on the C-C BDEs,
where we seek to systematically re-examine all the available
experiment BDEs for carbon-carbon bonds by using theo-
retical methods. According to our previous work,9 although
almost all of the DFT methods could not reliably calculate
the absolute BDEs, some DFT methods could accurately
predict the relative BDEs between analogous compounds.
Thus we have tested a number of different functionals for
calculating C-C BDEs of 12 representative compounds
(Table 1). Not surprisingly, it is found that the popular
B3LYP16 and B3P8617 methods systematically underestimate
the C-C BDEs by 6.4 and 2.1 kcal/mol, respectively (as
indicated by the mean deviations (MD) in Table 1). The root
of mean square errors (RMSE) of the two methods are also
as high as 6.7 and 2.8 kcal/mol.

Evidently the B3LYP and B3P86 functionals are not ideal
for the BDE calculation. Consequently we turn to several
newly developed functionals. These include the following:
(1) KMLYP that uses a mix of Slater exchange and exact
exchange for the exchange functional and a mix of the
correlation functional of VWN and LYP;18 (2) X3LYP that
is constructed for general-purpose applications in thermo-
chemistry;19 (3) O3LYP that uses the OPTX exchange
functional developed by Handy and Cohen;20 (4) MPW1P86
that uses MPW1 for the exchange functional and the P86
nonlocal correction functional;21 and (5) BMK recently
developed by Boese and Martin.22 Unfortunately it is found
that except for BMK, all these new functionals fail to predict
the C-C BDEs within chemical accuracy (∼1 kcal/mol).
The KMLYP functional overestimates the C-C BDEs by
ca. 5 kcal/mol, whereas X3LYP, O3LYP, and MPW1P86
underestimate the C-C BDEs by ca. 2-7 kcal/mol.

Note that the BMK functional was developed to simulate
a variable exact exchange by combining exact exchange
(42%) and terms depending on the kinetic energy density.22

The purpose of this strategy was to generate a back-correction
for excessive HF exchange in systems where that would be
undesirable. Previously BMK has been shown to predict
accurate heats of formation, reaction barriers, and enthalp-

ies.22 In a very recent study by Van Speybroeck and co-
workers it was also reported that BMK could reliably predict
the C-H BDEs with a mean deviation of ca. 0.5 kcal/mol.10

Here, our calculations of C-C BDEs show that BMK has a
mean deviation of +0.3 kcal/mol and a root of mean square
error of 1.4 kcal/mol. Thus we conclude that BMK is superior
to the other functionals for BDE calculation.

2.2. Scope and Limitation of BMK in BDE Calculation.
The above work has shown that BMK can reliably predict
C-C BDEs. Here we further examine whether or not BMK
can accurately calculate the BDEs of other types of chemical
bonds in organic molecules. To this end we systematically
select a number of representative compounds that possess
the C-H, C-C, C-F, C-Cl, O-H, O-O-, C-O, N-O,
O-S, F-O, Cl-O, P-H, N-H, N-N, N-C, F-N, Cl-N,
S-H, S-S, S-C, Si-H, Si-Si, Si-C, Si-O, Si-N, Si-F,
and Si-Cl bonds (Table 2). The BDEs of these compounds
are calculated by the BMK/6-311++G(2df,2p)//BMK/
6-31G(d) method. For comparison we also show the
predictions by the B3LYP/6-311++G(2df,2p)//B3LYP/
6-31G(d) method.

Analysis of the calculation results indicates that both the
B3LYP and BMK predictions exhibit good correlations with
the experimental BDE values (Figure 1). However, it is
evident from Figure 1 that the B3LYP method systematically
underestimates the BDEs by ca. 5 kcal/mol (MD ) -4.8
kcal/mol). The RMSE error of the B3LYP method is also
as high as 5.7 kcal/mol. More seriously, from Table 2 we
identify 22 compounds for which the B3LYP predictions
differ from the corresponding experimental results by over
8 kcal/mol! The compounds possess chemical bonds includ-
ing the C-Cl, O-O, C-O, S-O, C-N, N-N, S-S, Si-C,
Si-O, Si-N, and Si-Cl bonds. The serious failure of the
B3LYP method to calculate these particular bond energies
casts more doubts on the reliability of using B3LYP to model
organic chemistry.23

In comparison to B3LYP, the BMK method dramatically
improves the MD to -1.4 kcal/mol. The RMSE error of the
BMK method is also significantly reduced to 2.7 kcal/mol.
These parameters again indicate that BMK constitutes a
good-quality, yet low-cost theoretical method for the predic-

Table 1. Correlation between the Experimental BDEs and Theoretical Predictions by Different DFT Methodsc

compound expa B3LYPb B3P86b KMLYPb X3LYPb O3LYPb MPW1P86b BMKb

CH3-CH3 90.2 ( 0.2 84.2 88.5 93.2 84.8 85.1 87.9 90.1
CH3-C2H5 88.5 ( 0.5 81.2 85.5 91.3 81.9 81.6 85.3 88.6
CH3-nC3H7 88.9 ( 0.7 81.4 85.7 91.6 82.1 81.7 85.5 88.5
CH3-iC3H7 88.2 ( 0.9 78.4 82.8 89.7 79.3 78.0 82.9 86.6
CH3-nC4H9 88.8 ( 0.7 81.3 85.6 91.5 82.0 81.6 85.4 88.8
CH3-CtCH 126.5 ( 1.0 124.1 128.3 134.7 124.8 123.6 128.1 129.7
C2H5-CtCH 124.5 ( 1.0 120.7 124.7 131.9 121.5 119.7 124.8 127.2
CH3-CH)CH2 101.9 ( 1.5 94.8 99.2 105.2 95.5 94.9 98.9 101.0
CH3-C6H5 102.0 ( 1.0 95.8 100.3 107.2 96.6 95.3 100.1 102.3
HCtC-C6H5 141.2 ( 1.4 136.8 140.7 148.4 137.7 134.9 140.8 142.3
CH2dCH-C6H5 115.2 ( 1.3 108.1 112.6 120.4 108.9 106.3 112.5 114.5
C2H5-C6H5 100.2 ( 1.0 92.3 96.8 104.8 93.2 91.1 97.0 100.3
MD - -6.4 -2.1 +4.5 -5.7 -6.9 -2.2 +0.3
RMSE - 6.7 2.8 4.9 6.0 7.1 2.9 1.4

a Experimental values are obtained from ref 15. b For each method, the geometry optimization and single-point energy calculation are
performed by using the same density functional as designated. The basis set for the geometry optimization is 6-31G(d), and the basis set
for the single-point energy calculation is 6-311++G(2df,2p). c Unit: kcal/mol.
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Table 2. Comparison between the Experimental BDEs and Theoretical Predictions by the B3LYP, BMK, and G3//BMK
Methodsa

compounds exp B3LYPb BMKc G3//BMK G3 G3//B3LYP

CH3-H 105.0 ( 0.1 102.9 104.4 104.6 104.2 104.3
H-C2H5 100.5 ( 0.3 98.3 100.1 101.1 101.2 101.0
H-nC3H7 100.9 ( 0.5 98.5 100.7 101.7 101.5 101.3
H-nC4H9 100.7 98.5 100.3 101.3 101.5 101.3
H-iC4H9 100.2 ( 1 98.8 100.8 101.8 101.8 101.6
H-sC4H9 98.3 ( 0.5 94.9 97.2 98.9 99.2 98.9
H-tC4H9 95.7 ( 0.7 91.9 95.0 97.2 97.4 97.2
HCtC-H 133.3 ( 0.1 133.6 135.0 133.5 132.9 132.2
H-CHCH2 111.2 ( 0.8 108.3 109.7 110.3 110.3 110.1
H-CH2CHCH2 88.2 ( 0.7 83.8 86.1 87.4 86.9 87.4
H-CH(CH3)CHCH2 83.8 79.7 82.6 84.7 84.2 84.6
H-CH2CHCHCH3(trans) 85.3 83.1 85.5 87.2 86.8 87.2
H-CH2CHCHCHCH2 83 ( 3 77.7 80.2 82.4 81.5 82.4
H-CH(C2H3)2 76.6 ( 1.0 72.1 74.9 77.8 77.1 78.2
H-CH(CH3)CCCH3 87.3 ( 2.3 82.8 86.3 88.6 88.6 88.4
H-cyclopropylmethyl 97.4 ( 1.6 95.3 97.3 98.7 98.6 98.6
H-cyclopenta-1,3-dien-5-yl 83.9 ( 0.5 79.4 81.3 82.8 83.4 82.6
H-cyclopentyl 95.6 92.5 94.9 96.5 96.3 96.2
H-cyclohexa-1,4-dien-3-yl 76.0 ( 1.2 70.7 73.7 76.4 75.7 76.3
H-cyclohexyl 99.5 95.1 97.7 99.2 99.5 99.2
C6H5-H 112.9 ( 0.5 110.5 111.7 114.7 114.6 114.3
H-CN 126.3 ( 0.2 128.2 131.2 126.5 127.5 126.4
H-CH2CN 96 92.3 95.3 96.2 96.1 96.2
H-CH(CH3)CN 94.0 ( 3 87.2 90.7 92.6 92.8 92.6
H-C(CH3)2CN 91.9 (83.5) 87.5 89.9 90.3 89.8
H-CHCO 107.1 103.4 106.3 105.8 105.5 105.7
H-COCHCH2 89.1 88.3 88.7 90.2 91.2 90.1
H-COC2H5 88.7 87.0 87.2 89.7 89.6 89.7
H-CH2CHO 94.3 ( 2.2 91.8 94.2 95.2 95.4 95.2
H-CH2COCH3 95.9 ( 0.7 93.0 95.4 96 96.3 95.9
H-CH(CH3)COCH3 92.3 ( 1.7 86.7 89.6 91.2 91.6 91.4
H-CH2OCH3 96.1 93.3 94.7 96.5 96.4 96.4
H-tetrahydrofuran-2-yl 92.1 ( 1.6 89.9 91.6 93.7 93.8 93.7
H-CH2OH 96.1 ( 0.15 93.6 94.8 96.4 96.3 96.3
H-CH(OH)CHCH2 81.6 ( 1.8 77.6 79.7 82.8 80.1 80.8
H-CH2F 101.3 ( 1 98.7 100.1 101.2 101.3 101.1
H-CHF2 103.2 ( 1 100.3 101.8 103.7 101.8 101.8
H-CHFCl 100.8 ( 2.4 96.0 98.2 99.4 99.2 99.2
H-CF2Cl 100.7 ( 2 98.4 100.4 102.4 102.1 102.2
H-CFCl2 98.2 ( 2 94.2 96.6 98.4 97.9 98.0
H-CH(CH3)Cl 97.2 ( 0.4 94.3 96.9 98.1 97.8 97.6
H-C(CH3)Cl2 95.1 ( 1.2 91.5 94.5 95.9 95.4 95.4
H-C2F5 102.7 ( 0.5 99.7 102 104.3 104.2 104.2
H-CCl2CHCl2 94 ( 2 88.9 93.2 94.8 94.5 94.6
H-CH2SCH3 93.7 ( 1.4 91.1 94.0 94.5 94.0 94.0
H-CF3 106.4 ( 0.7 103.3 105.2 108.3 107.0 107.1
H-COCF3 91 ( 2 90.1 90.7 93.2 93.0 93.1
H-CHO 88.0 ( 0.2 86.1 86.3 88.5 88.4 88.4
H-CH2OH 96.1 ( 0.2 93.4 94.7 96.4 96.3 96.3
H-CH2SH 93.9 ( 2.0 92.6 95.3 95.6 95.2 95.2
CH3-CH3 90.2 ( 0.2 84.2 90.2 88.8 88.4 88.7
CH3-CtCH 126.5 ( 1.0 124.1 129.7 126.0 125.3 124.7
CH3-CH2CCH 76.6 ( 1.2 69.5 77.4 77.9 77.7 77.9
CH3-CH2C(CH3)CH2 74.1 ( 1.0 67.3 75.5 76 75 75.7
CH3-CH(CH3)CCCH3 76.7 ( 1.5 (66.1) 75.3 77.5 77.2 77.2
nC3H7-CH2CHCH2 75.0 ( 1.0 (63.4) 72.2 74.5 73.9 74.4
CH3-CH2CN 83.2 ( 3 (74.6) 82.8 82.9 82.5 82.9
CH3-CH2OH 87.2 ( 1.0 79.8 86.1 86.8 86.3 86.5
CN-CN 136.7 ( 1.6 142.1 147.5 138.1 139.8 137.8
CH3-CH2SH 82.5 ( 2.2 75.9 83.9 83.6 82.7 82.9
F-CF3 130.7 ( 0.5 123.3 128.7 131.8 130.6 130.3
F-CF2Cl 122.3 116.4 121.5 123.9 123.6 123.5
F-CH3 110.0 ( 2.0 107.7 111.3 109.9 109.7 109.8
Cl-CN 101.0 ( 2.0 102.2 107.7 102.3 103.8 102.4
Cl-CF3 87.3 ( 0.9 79.9 86.5 88.1 87.4 87.0
Cl-CHFCl 82.7 ( 3.2 (74.0) 81.3 81.3 81.3 80.9
Cl-CFCl2 76.7 ( 2 (67.2) 75.0 77.1 76.9 76.6
Cl-CH3 83.7 ( 0.4 79.2 86.0 82.5 82.5 82.4
HO-H 118.8 ( 0.1 115.6 116.4 118.1 118.0 118.1
CH3O-H 104.6 ( 0.7 99.6 101.1 105.0 105.1 104.8
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Table 2. Continued

compounds exp B3LYPb BMKc G3//BMK G3 G3//B3LYP

CF3O-H 118.8 114.8 117.2 119.3 119.2 119.2
H-OC(CH3)3 106.3 ( 0.7 101.1 102.3 106.8 106.8 106.7
H-OOH 87.8 ( 0.5 82.6 83.4 87.1 86.7 87.1
H-ONO 78.3 ( 0.5 74.1 77.7 77.8 77.6 78.0
HO-OH 50.4 ( 0.1 46.1 47.3 48.6 48.2 48.7
HO-OCH2C(CH3)3 46.3 ( 1.9 (35.4) 41.4 46.4 42.8 42.5
HO-OF 45.6 ( 2 42.7 42.9 45.2 44.8 45.4
HO-OCH3 44.7 ( 1 37.5 39.5 43.6 43.4 43.4
CH3O-OCH3 39.0 ( 1.5 (28.5) 31.4 38.7 39.0 38.4
HO-CH3 92.0 ( 0.2 87.1 92.1 91.0 90.5 90.9
CH3-OCH3 83.6 ( 1.0 (75.4) 81.7 83.6 83.3 83.2
CH3-OC(O)H 91.7 ( 3 (82.6) 90.4 91.7 92.8 90.5
CH3-ONO 58.6 51.7 60.1 58.2 57.8 58.5
HO-NO 49.3 46.5 47.2 48.3 47.6 48.5
CH3O-NO 41.8 ( 1.0 36.7 38.6 42.7 42.4 42.8
nC3H7O-NO 42.8 ( 1.5 35.8 37.9 42.6 42.2 42.6
iC3H7O-NO 41.9 ( 1 35.8 37.8 43 42.9 43.1
nC4H9O-NO 42.5 ( 1.5 35.9 37.6 42.4 42.3 42.8
iC4H9O-NO 42.0 ( 1.5 35.6 37.4 42.4 42.2 42.6
sC4H9O-NO 41.5 ( 0.8 36.1 37.6 42.9 46.3 43.1
HO-NO2 48.8 45.3 48.8 48.5 48.2 48.7
HO2-NO2 23.9 ( 0.7 18.4 20.3 23.9 23.6 24.2
HO-SH 70.1 ( 4 64.9 69.2 68.9 68.2 68.4
HO-SCH3 72.6 ( 3 65.7 71.2 72.1 70.7 70.5
HO-SOH 74.9 ( 3 (66.6) 71.0 72.2 71.7 71.6
F-OCF3 48 ( 1 41.5 41.3 45.6 45.7 45.6
Cl-OCH3 47.5 41.8 45.8 48.5 48.7 47.9
HO-Cl 55.8 52.1 55.0 54.8 54.8 54.6
H-PH2 83.9 ( 0.5 80.6 81.5 81.5 81.6 81.7
H-NH2 107.6 ( 0.1 104.7 106.2 106.8 106.8 106.7
H-NHCH3 101.6 ( 2 96.2 97.8 99.7 99.6 99.4
H-N(CH3)2 94.6 ( 2 89.8 91.7 94.2 94.2 93.9
H-NF2 75.7 ( 2.5 71.3 72.7 74.2 73.8 74.3
H-NO 47.7 46.8 46.1 48.2 47.5 48.4
H2N-NH2 65.5 ( 0.4 60.8 65.8 64.5 64.1 64.3
NH2-NHCH3 65.9 ( 2 (57.9) 63.4 64 63.6 63.7
NH2-N(CH3)2 62.1 ( 2 (53.9) 60.1 62.5 62.3 62.1
F2N-NF2 21 ( 1 (11.6) 17.3 20.7 19.6 20.8
CH3-NO 41.1 36.1 39.8 39.1 38.0 39.0
tC4H9-NO 39.9 (31.4) 38.6 41.6 41.0 41.6
CH3-NO2 62.3 ( 0.5 54.8 61.5 60.5 59.9 60.3
CH3-N2CH3 52.5 47.4 53.6 53.7 53.1 53.5
F-NO 56.2 60.7 57.3 61.2 61.7 61.7
F-NO2 52.9 54.1 52.4 54.8 55.3 55.2
F-NH2 68.5 67.9 68.9 69.3 69.2 69.3
Cl-NO 38.0 ( 0.2 37.9 36.8 37.7 37.4 37.5
Cl-NO2 33.9 ( 0.3 32.8 34.7 34.7 34.6 34.2
HS-H 91.2 ( 0.1 89.0 89.4 90.4 90.3 90.4
H-SCH3 87.4 ( 0.5 83.8 85.7 87.3 86.2 86.0
H-SOH 79 ( 3.5 75.0 75.4 77.5 77.2 77.3
PhS-H 83.5 ( 1.1 76.7 77.8 81.2 80.8 81.2
CH3S-SCH3 65.2 ( 0.9 (55.4) 65.1 64.7 63.1 62.2
HS-CH3 74.7 ( 1 68.7 75.0 73.2 72.8 72.9
HS-C(O)H 74 ( 2 68.8 72.5 72.7 72.9 72.7
CH3S-CH3 73.6 ( 0.8 65.7 73.6 73.2 71.9 71.8
SiH3-H 91.7 ( 0.5 90.0 91.6 92.1 91.7 91.6
H-SiH2CH3 92.7 ( 1.2 90.5 91.5 92.2 92.7 92.6
H-SiH(CH3)2 93.5 ( 1.2 91.3 93.0 93.9 93.7 93.6
H-Si2H5 89.1 ( 2 87.1 87.7 88.4 88.9 88.8
Me3Si-H 94.6 ( 1.7 91.9 93.3 94.3 94.6 94.5
SiF3-H 103.2 ( 1.2 97.4 99.8 100.7 101.0 101.1
SiH3-SiH3 76.7 ( 1 70.4 75.5 76.0 76.0 75.9
SiH3-CH3 89.6 ( 1.2 82.1 89.6 87.8 87.6 87.6
Me3Si-CH3 94.2 ( 2 (84.3) 92.3 93.0 92.5 92.4
Me3Si-OH 132.6 ( 2.0 (122.8) 129.1 131.9 131.8 131.7
Me3Si-OMe 122.6 ( 2.6 (106.4) 113.9 120.5 120.6 119.9
Me3Si-NMe2 97.5 ( 2 (82.4) 91.7 98.0 98.2 97.6
SiH3-F 152.5 ( 1.2 (144.5) 148.5 150.8 150.7 150.3
Me3Si-F 159.9 ( 4.8 154.0 158.2 161.5 161.6 161.2
SiH3-Cl 109.5 ( 1.7 103.2 111.9 108.2 108.4 107.9
SiCl3-Cl 111.3 ( 1 (100.1) 110.6 110.7 110.9 110.5
MD -4.8 -1.4 -0.004 -0.2 -0.3
RMSE 5.7 2.7 1.2 1.5 1.4

a Unit: kcal/mol. For the B3LYP and BMK methods, the basis set for the geometry optimization is 6-31G(d), and the basis set for the
single-point energy calculation is 6-311++G(2df,2p). b Values in bold and in parentheses are theoretical predictions that differ from the
corresponding experimental BDEs by more than 8 kcal/mol. c Values in bold with underlines are theoretical predictions that differ from
the corresponding experimental BDEs by more than 5 kcal/mol.
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tion of BDEs for most types of chemical bonds commonly
found in organic molecules. Therefore, if a DFT method has
to be used to estimate the strength of a chemical bond of an
organic compound (either because of the limitation of CPU
resource or due to the bulkiness of the molecule), we suggest
that BMK be considered with priority.

Nonetheless, it should also be pointed out that BMK, like
all the other DFTs tested previously, is NOT free from failure
in predicting BDEs. As shown in Table 2, the BMK
predictions for eight compounds are different from the
corresponding experimental values by over 5 kcal/mol. These
compounds include NC-CN (error ) 10.8 kcal/mol), Cl-CN
(error ) 6.7 kcal/mol), HO-OCH3 (error ) 5.2 kcal/mol),
CH3O-OCH3 (error ) 7.6 kcal/mol), F-OCF3 (error ) 6.7
kcal/mol), PhS-H (error ) 5.7 kcal/mol), Me3Si-OMe (error
) 8.7 kcal/mol), and Me3Si-NMe2 (error ) 5.8 kcal/mol).
Evidently these magnitudes of errors are not acceptable for
any meaningful theoretical prediction.

Note that the failure of the BMK method in predicting
the above eight BDEs is not due to the limited size of the
basis set. As demonstrated in Table 3, BMK still erratically
predicts the BDE values of the same eight compounds even
when the basis set is extrapolated to the infinite size using
the following empirical function as developed by Kahn and
Bruice.24

Ex )E∞ +A3X
-3 +A5X

-5 (1)

The similar extrapolations to infinite basis set based on
DFT calculations to O-H and O-O BDEs were reported.25,26

This finding prompts us to develop the G3//BMK method,
which hopefully may combine the strengths of both the
composite ab initio approach (strength in handling thermo-
dynamics as compared to the other ab initio approaches) and
the BMK method (strength in handling organic radicals as
compared to the other DFT methods).

3. Development of G3//BMK Theory

3.1. Scale Factor for BMK. As demonstrated in several
previous studies, the use of harmonic frequency scaling
factors may improve the accuracy in the calculation of
enthalpies.27,28 For the purpose of developing a high-quality
G3//BMK theory, we need to obtain the scale factor for the
BMK method (specifically, BMK/6-31G(d)) at first.

To save computing time we select 28 molecules from the
G2/97 test set,29 for which 169 experimental harmonic
frequencies are available with high precision (Supporting
Information). The BMK/6-31G(d) method is used to
calculate these frequencies. Subsequently we determine the
optimum scaling factor λ through a least-squares procedure
by minimizing the residuals

∆)∑
i

all

(λ�i
theor - ν̃i

exp)2 (2)

leading to

λ)∑
i

all

�i
theorν̃i

exp ⁄ ∑
i

all

(�i
theor)2 (3)

where �itheorand ˜νi
expare the ith theoretical harmonic and

ith experimental fundamental frequencies (in cm-1), respec-
tively. Using this approach the optimum scaling factor λ is
determined to be 0.9414 for the BMK/6-31G(d) method.

3.2. G3//BMK Protocol. The steps in G3 theory have
been discussed in detail in ref 30. In the BMK-based method
proposed here, we have made two modifications. First, the
geometries are obtained at the BMK/6-31G(d) level instead
of MP2(FU)/6-31G(d) (Note: FU ) all electrons included
in the correlation calculation). Second, the zero-point energies
are obtained at the BMK/6-31G(d) level (At the same time,
we also calculated the B3LYP/6-31G(d) scale factor using
these 28 molecules, and the result is 0.9615, which is nearly
the same with Radom’s result 0.9614.27 Considering that in
G3//B3LYP theory the B3LYP/6-31G(d) scale factor 0.96
is used, so we used 0.94 in G3//BMK.) instead of HF/
6-31G(d). All of the other steps remain the same with the
exception of the values of the higher-level correction
parameters (see below). The G3 theory modified in this
manner are referred to as G3//BMK theory (Table 4).

The higher-level correction (HLC) takes into account
remaining deficiencies in the energy calculations and is
similar to that used in G3 theory except that the parameters
have been reoptimized. The HLC is -An�-B(nR-n�) for
molecules and -Cn�-D(nR-n�) for atoms (including atomic
ions). The n� and nR are the number of � and R valence
electrons, respectively, with nR g n�. The A, B, C, and D
values are chosen to give the smallest average absolute
deviation for the G2/97 test set of experimental energies.
Note that the G2/97 test set contains 148 enthalpies of

Figure 1. Correlation of the experimental BDE values with
the B3LYP (a) and BMK (b) predictions.
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formation of neutrals at 298 K (∆fH0), 88 ionization
potentials (IP0), 58 electron affinities (EA0), and 8 proton
affinities (PA0) for a total of 302 reaction energies.29 In our
assessment, we have used the G2/97 test set less three
ionization potentials (C6H5CH3 f C6H5CH3

+, C6H5NH2 f
C6H5NH2

+, C6H5OH f C6H5OH+) resulting in a total of
299 energies. These energies are calculated by the following
equations:

∆fH
0(AxByHz, 298 K))∆fH

0(AxByHz, 0 K)+

[H0(AxByHz, 298 K)-H0(AxByHz, 0 K)]-

x[H0(A, 298 K)-H0(A, 0 K)]st -

y[H0(B, 298 K)-H0(B, 0 K)]st -

z[H0(H, 298 K)-H0(H, 0 K)]st (4)

where ∆fH0(AxByHz, 0K) ) x∆fH0(A, 0K) + y∆fH0(B, 0K)
+ z∆fH0(H, 0K) - ΣD0

EA0 )E0(neutral)-E0(anion) (5)

IP0 )E0(cation)-E0(neutral) (6)

and

PA0 )E0(neutral)-E0(cation) (7)

For G3//BMK theory, our calculations suggest that A )
6.652 mhartrees, B) 3.039 mhartrees, C ) 6.589 mhartrees,
and D ) 1.281 mhartrees. Thus the final G3//BMK energy
can now be calculated by the following equation

Eo(G3 ⁄ ⁄ BMK))E[MP4(FC) ⁄ 6- 31G(d)]+∆(+)+
∆(2df,p)+∆(QCI)+∆+∆SO+∆HLC+ZPE (8)

where

∆(+))E[MP4(FC) ⁄ 6- 31+G(d)MP4(FC) ⁄ 6-
31G(d)]∆(2df,p))E[MP4(FC) ⁄ 6-

31G(2df,p)MP4(FC) ⁄ 6- 31G(d)]∆(QCI))
E[QCISD(T,FC) ⁄ 6- 31G(d)MP4(FC) ⁄ 6- 31G(d)]∆)

E[MP2(FU) ⁄ G3large MP2(FC) ⁄ 6-
31G(2df,p)MP2(FC) ⁄ 6- 31+G(d)+MP2 ⁄ 6- 31G(d)]

(9)

4. BDEs Predicted by G3//BMK

To test the performance of the G3//BMK method, we use it
to recalculate the 141 BDE values of the diverse types of
chemical bonds as listed in Table 2. It is found that the G3//
BMK predictions are in excellent agreement with all the
experimental data (Figure 2). The correlation coefficient is
as high as 0.9989, and the mean deviation is as low as
-0.004 kcal/mol. Remarkably the RMSE error of the G3//
BMK predictions is only 1.2 kcal/mol, which is comparable
to the error bar of most of the experimental values (ca. 1-3
kcal/mol). Furthermore, there is only one compound (namely,
F-NO) for which the G3//BMK prediction (61.2 kcal/mol)
disagrees with the corresponding experimental value (56.2
kcal/mol) by over 3 kcal/mol.

In comparison with the G3//BMK method, the standard
G3 method exhibits a worse performance in predicting the
BDEs. As shown in Table 2, the mean deviation and the
RMSE error of the G3 method are -0.2 and 1.5 kcal/mol,
respectively. More importantly, there are six compounds
(namely, CN-CN, HO-SOH, CH3-NO, HO-OCH2C(CH3)3,
sC4H9O-NO, and F-NO) for which the G3 predictions (139.8,
71.7, 38.0, 42.8, 46.3, and 61.7 kcal/mol) disagree with the

Table 3. Effect of Basis Sets on BMK Calculationa,c

compounds exp 6-311++G (2df,2p) cc-pVDZ cc-pVTZ cc-pVQZ ∞b

CN-CN 136.7 ( 1.6 147.5 146.7 146.9 146.7 146.5
Cl-CN 101.0 ( 2.0 107.7 102.6 105.9 106.6 107.1
HO-OCH3 44.7 ( 1 39.5 41.9 40.8 39.9 39.0
CH3O-OCH3 39.0 ( 1.5 31.4 33.9 32.8 31.8 30.8
F-OCF3 48 ( 1 41.3 40.5 42.1 41.8 41.3
PhS-H 83.5 ( 1.1 77.8 75.2 77.3 78.1 78.8
Me3Si-OMe 122.6 ( 2.6 113.9 108.6 114.0 114.5 114.6
Me3Si-NMe2 97.5 ( 2 91.7 88.3 91.7 91.9 91.8

a The basis set for the geometry optimization is 6-31G(d). b Extrapolated values to infinite basis set. c Unit: kcal/mol.

Table 4. Steps in G3//BMK Theorya

step G3//BMK

geometry BMK/6-31G(d)
single-point energies MP4(FC)/6-31G(d)

MP4(FC)/6-31+G(d)
MP4(FC)/6-31G(2df,p)
QCISD(T,FC)/6-31G(d)
MP2(FU)/G3large

spin-orbit correction (∆SO) atomic species
high-level correction (∆HLC) molecules (A ) 6.652, B ) 3.039)

atoms (C ) 6.589, D ) 1.281)
zero-point energy (ZPE) BMK/6-31G(d)

a Note: FC ) frozen core approximation for the correlation
calculation.

Figure 2. Correlation of the experimental BDE values with
G3//BMK predictions.
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corresponding experimental values (136.7, 74.9, 41.1, 46.3,
41.5, and 56.2 kcal/mol) by over 3 kcal/mol. The relatively
poor performance of the G3 method was previously attributed
to the deficiency of the MP2 theory in the geometry
optimization for organic radicals.31

To improve the performance of the G3 method Baboul et
al. once proposed the G3//B3LYP theory where the geom-
etries and zero-point energies are obtained from the B3LYP
method.31 Here our calculations show that the G3//B3LYP
predictions of the BDEs have a mean deviation of -0.3 kcal/
mol and a RMSE error of 1.4 kcal/mol. These quantities
indicate that G3//BMK is also superior to G3//B3LYP in
handling BDEs. In agreement with this argument, four
compounds (HO-OCH2C(CH3)3, HO-SOH, F-NO, and CH3S-
SCH3) are found in Table 2 for which the G3//B3LYP
predictions (42.5, 71.6, 61.7, and 62.2 kcal/mol) differ from
the corresponding experimental values (46.3, 74.9, 56.2, and
65.2 kcal/mol) by over 3 kcal/mol.

It should be noted, the difference between G3//BMK and
G3//B3LYP is the use of BMK versus B3LYP for the
geometries (and harmonic frequencies). We selected HO-
OCH2C(CH3)3 and CH3S-SCH3 from Table 2 for example,
which of whose BDEs by G3//BMK disagrees with G3//
B3LYP by over 2 kcal/mol to make a comment on the
geometries from B3LYP versus BMK.We compared geom-
etries of these two compounds and the corresponding radicals
using BMK/6-31G(d) and B3LYP/6-31G(d), respectively,
and the bond lengths, the bond angles, and the dihedral angles
were shown in the Supporting Information.

From these data, we can make a conclusion that there are
large differences between BMK and B3LYP geometries for
molecules and radicals as well. Note that, in OCH2C(CH3)3

radical, the O-C-C angle is about 8° difference between
BMK and B3LYP.

It also should be noted that the modification for different
purposes based on Gaussian-n theory and its development32

with the use of new test set33 is still promising.

5. Conclusions

The ability to reliably and efficiently calculate the bond
dissociation enthalpies of various organic molecules is
valuable to a number of subdisciplines of chemistry. In the
present study we report our findings on the basis of
systematic examinations that the BMK functional signifi-
cantly outperforms the other popular density functional
theorymethodsincludingB3LYP,B3P86,KMLYP,MPW1P86,
O3LYP, and X3LYP for the BDE calculation.

However, it is also found that even the BMK functional
may dramatically fail in predicting the BDEs of some
chemical bonds. To solve this problem, we develop a new
composite ab initio method named G3//BMK by combining
the strengths of both the G3 theory and BMK. G3//BMK is
found to outperform the G3 and G3//B3LYP methods. It can
accurately predict the BDEs of diverse types of chemical
bonds in various organic molecules within a precision of ca.
1.2 kcal/mol.
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Abstract: An anisotropic many-body H2 potential energy function has been developed for use
in heterogeneous systems. The intermolecular potential has been derived from first principles
and expressed in a form that is readily transferred to exogenous systems, e.g. in modeling H2

sorption in solid-state materials. Explicit many-body polarization effects, known to be important
in simulating hydrogen at high density, are incorporated. The analytic form of the potential energy
function is suitable for methods of statistical physics, such as Monte Carlo or Molecular Dynamics
simulation. The model has been validated on dense supercritical hydrogen and demonstrated
to reproduce the experimental data with high accuracy.

1. Introduction

The development of intermolecular H2 potential energy
functions has a long history.1 The topic has generated
renewed interest in recent years due to the increased
theoretical study of hydrogen storage materials.2 In this work,
we present our own revisitation of the issue to include
transferability, necessary for the practical simulation of
hydrogen in heterogeneous materials as well as anisotropic
many-body effects which have been shown to be important
in modeling hydrogen at high density. For example, in
modeling hydrogen sorption in Metal-Organic Framework
materials (MOFs), a transferable potential is required that
includes the ability to capture anisotropic many-body effects
in a consistent, effective manner.3,4

To date, most hydrogen sorption studies of materials have
focused on isotropic H2 potentials5–8 in particular that of
Buch since it is easily transferable and accurately reproduces
the bulk thermodynamic properties of hydrogen; in addition,
it has been shown to calculate the correct uptake of hydrogen
in weakly interacting materials. However, in heterogeneous
environments where electrostatic quadrupole and induced
dipole effects are non-negligible such an approach cannot
reproduce the correct behavior: the isotropic potential
includes these effects in a mean-field fashion, appropriate
only for systems in which dispersion interactions dominate.

Previous anisotropic potentials9–15 have focused on neat
H2, with the most notable being the highly accurate potential
of Diep and Johnson; however, it is not clear how such
specialized forms can be systematically mixed with chemi-
cally different environments without extensive reparameter-
ization.16 While the anisotropic potential of Darkrim and
Levesque is both transferable and includes the quadrupole
term, it has been shown to overestimate the attractive part
of the potential and neglects induced many-body effects.3

Herein we apply high-level electronic structure calculations
to the H2-H2 dimer and then fit an anisotropic functional form
to the ab initio surface; electron correlation methods have
been utilized as they have been shown to be crucial in
accurately describing the relatively weak H2-H2 interaction.9,10

This functional form contains quadrupole as well as elec-
tronic repulsion/dispersion terms that are transferable using
the Lorentz-Berthelot mixing rules.

Several existing potentials8,13,17 include nonadditive three-
body dipole terms Via Axilrod-Teller-Muto18 dispersion,
which are known to influence the structure of hydrogen at
high density. In this work we apply a many-body polarization
term to hydrogen and demonstrate improvement in the
equation of state at high density. Further, explicit many-body
polarization interactions have been demonstrated to be
essential in modeling H2 sorption in polar MOFs,19 and the
present polarization model is also transferable to such
systems.* Corresponding author e-mail: space@cas.usf.edu.
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This paper is organized as follows. Section 2.1 presents
the ab initio methods used in calculating the energy surface
for the H2-H2 dimer. Sections 2.2 and 2.3 review the many-
body polarization theory and form of the potential, respec-
tively. Section 3 elaborates on the application of this potential
toward reproducing bulk hydrogen properties. The paper is
concluded in Section 4 that includes proposed applications
of the transferable and highly accurate potential in predicting
and retrodicting hydrogen sorption properties.

2. Methods

2.1. Born-Oppenheimer Surface. Construction of the
Born-Oppenheimer surface for the H2 dimer proceeds from
optimizing the RHF20–24 wave function parametrically as a
function of the nuclear coordinates. The hydrogen molecule
was approximated as a rigid rotor with a bond length of 0.742
Å, corresponding to the value determined by rotational
spectra.25,26 The surface was taken over the domain of center-
of-mass separation for the rotors from 2.0 to 10.0 Å in 0.1
Å increments. A subspace of the complete surface was taken
along four unique relative orientations; the orientations were
chosen as being energetically and geometrically distinct
(shown pictorially in Figure 1) and the four computed
surfaces produce an average in agreement with experiment.8

All electronic structure calculations were performed using
the quantum chemistry code PC-GAMESS.27,28

Since the H2-H2 dimer interaction is dominated by electron
correlation,9,10 the RHF energy calculations included
Møller-Plesset perturbation terms29,30 to fourth-order,31

including triplet states;32 prior work in this area has suf-
ficiently demonstrated that, for the hydrogen dimer, MP4
energies are in agreement with the CCSD(T) level of theory.9

The set of basis functions employed in the solution of the
wave function were those of Dunning33 (aug-cc-pVTZ/QZ)
with the energy eigenvalues then extrapolated to the complete
basis set limit.34 The effect of basis set superposition error
was corrected by the counterpoise method.35 The computed

energy surfaces are depicted in Figure 1 along with the
isotropically averaged surface.

The electric quadrupole value for H2 was calculated from
the electronic wave function (MP4-SDTQ/aug-cc-pVQZ) and
found to be 0.664 D ·Å, a value comparable to other
investigations.25,36 The molecular (static) polarizability tensor
of the monomer was determined Via TDHF37 since it has
been shown to accurately reproduce nonlinear optical proper-
ties at frequencies away from resonance; the resultant
components are listed in Table 1. The components of the
TDHF polarizability tensor were then rescaled such that the
isotropic polarizability matched the experimental value38 of
0.787 Å3 subject to the constraint that the ratio of the XX to
ZZ TDHF components remains invariant. Prior work has
shown that, for H2, the nonadiabatic contributions to both
the quadrupole and polarizability are negligible.36,39

2.2. Many-Body Polarization. Here we briefly review the
Thole-Applequist polarization model-details can be found
elsewhere.40–42 Briefly, the atomic point dipole, µb, of the ith

atom is

µ
f

i )RiE
f

i
stat (1)

where Ri is an atomic site polarizability tensor, and Ebi
stat is

the electrostatic field vector. We can decompose the dipole
into separate static and induced contributions as follows

µ
f

i )Ri
o(Efi

stat +E
f

i
ind))Ri

o(Efi
stat - Tijµ

f

i) (2)

where Ri
° is a scalar point polarizability, and Tij is the dipole

field tensor which, when contracted with the dipole µbj,
represents the electrostatic contribution of the jth dipole
toward inducing the ith dipole.

The dipole field tensor is constructed based upon the
positions and scalar point polarizabilities of the system and
can be derived from classical electrostatic principles as

Tij
R� )

δR�

rij
3
- 3xRx�

rij
5

with an additional aspect of the model being that the second
dipole may be taken to be a model distribution, with the
intent that the discontinuity at short-range will be avoided;
here we employ the common exponential charge distribution
and associated damping parameter of 2.1304.

Equation 2 is a self-consistent field equation with respect
to the dipoles and hence must be solved iteratively. However,
it is possible to recast the field equations in matrix form as

Figure 1. Ab initio energy curves of four distinct relative H2

orientations (as a function of the rotor center-of-mass separa-
tion) along the Born-Oppenheimer surface. The orientations
chosen were end-on-end (EOE), parallel (PAR), T-configu-
ration (T), and X-configuration (X).

Table 1. H2 Molecular Polarizability Tensor (Molecular
Bond Axis Aligned along the Z Axis) Calculated via
Time-Dependent Hartree-Fock along with its Rescaled
Componentsa

component TDHF/Å3 rescaled/Å3

XX 0.6831 0.6945
YY 0.6831 0.6945
ZZ 0.9561 0.9720
isotropic 0.7741 0.7870

a The components were rescaled such that the isotropic
polarizability, 1/3Tr{R}, matched experiment subject to the
constraint that the ratio of TDHF values, XX/ZZ, be preserved.
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Aµ
f
)E
fstat (3)

where the matrix A is constructed from block matrices
according to

A) [(Ro)-1 + Tij] (4)

The advantage to eq 4 is that the solution is then exact (to
numerical precision), without the additional complication of
iteration and convergence. Upon inversion of the A matrix,
the molecular polarizability tensor can then be easily
determined by

RR�
mol )∑

i,j
(Aij

-1)R� (5)

The polarizable aspect of the hydrogen model was
developed as follows. With the molecule aligned along the
Z axis, the polarizability tensor was calculated with the Thole
model (i.e., eq 5) and compared with the ab initio TDHF
tensor; the scalar point polarizabilities being varied until the
two tensors agree. The scalar polarizabilities, R°, were
assigned at the same nuclear coordinates as the partial
charges, Q, used in producing the quadrupole. The matrix
in eq 4 was constructed, inverted, and then summed
according to eq 5 yielding a trial polarizability tensor. The
resulting trial tensor was then compared to the rescaled tensor
in Table 1, and the R°’s were adjusted until the difference
was minimized. The site polarizabilities were completely
converged (i.e., the molecular polarizability tensor deter-
mined Via eq 5 matched the rescaled tensor in Table 1 to
within all significant digits) and are listed in Table 2.

2.3. Potential Energy Function. The interest of this work
is the development of a potential energy function for use in
Monte Carlo or Molecular Dynamics simulation of hydrogen
interacting with heterogeneous systems. In this context, the
following functional form was chosen for the potential energy
function

U)Urd +Ues +Upol (6)

where Urd is the energy of electronic repulsion/dispersion,
Ues is the electrostatic energy, and Upol is the many-body
polarization energy given by

Upol )-1
2∑i

N

µ
f

i · E
f

i
stat (7)

where the site dipoles are found by either matrix inversion
of eq 3 or iterative solution of the dipole field equations given
by expression 2. For the purpose of fitting the potential
energy function, we employed the matrix inversion method
for maximal accuracy in the many-body potential since the
computations are fast for a two-rotor system (however, in
application toward condensed-phase systems the iterative
method is used almost exclusively).

All of the free parameters of these functions have well-
established ways of being “mixed”, thereby imparting
transferability. It is the main contribution of this work that
these functions have been fit to the first principles data
presented in Section 2.1.

The electrostatic energy follows from the quadrupole-
quadrupole interactions between the hydrogen monomers.
Given the quadrupole value of 0.664 D ·Å calculated from
first principles and a bond length of 0.742 Å, this corresponds
to partial charges of Q ) +0.3732e at the atomic sites and
-2Q at the center-of-mass.

The short-range electronic repulsion and long-range dis-
persion energies are included in Urd by use of the Lennard-
Jones 12-6 potential function. Since the Lennard-Jones r-6

part includes a mean-field long-range polarization, it was
necessary that Urd be determined. With Ues and Upol

functionally held fixed, Urd was varied Via simulated an-
nealing such that (U-UBO)2 was minimized (where UBO is
the Born-Oppenheimer energy surface found in Section 2.1).
The results of the potential energy function fitting are shown
in Figure 2. Given the anisotropic nature of the Born-Oppen-
heimer potential demonstrated in Figure 1, Figure 2 dem-
onstrates that our relatively simple and transferable potential
can capture the essential anisotropy. Interestingly, while the
T orientation shows the largest deviation from the ab initio
surface, even dramatically increasing the number of Lennard-
Jones parameters did not significantly improve the fit. Note,
given the large variation in the potential it is critical in
modeling hydrogen in highly anisotropic environments that
the potential capture these structural characteristics.

In the course of the parameter-space search, the Lennard-
Jones sites on the hydrogen molecule were allowed to move
off their nuclear centers. In addition, searches were made
that constrained the sites to be both on and off the bond
axis, with as few as two and as many as nine simultaneous
sites in an attempt to improve the fit; it was found, however,
that three sites constrained to the bond axis were optimal in
terms of having the minimized error (with only marginal
improvement in the fit upon increasing the number of sites
further). At the end of the fitting process, the parameters
that minimized the error were found and are presented in
Table 2. In order to also develop a nonpolarizable potential,
the process was repeated with Upol ) 0. In physical systems
where the magnitude of electrostatic polarization is negli-
gible, the nonpolarizable parameters presented in Table 3
are desirable for the reduced computational cost.

3. Model Validation

3.1. Second Virial Coefficient. Quantum mechanical
corrections to the second virial coefficient of a gas can be
systematically derived using the Wigner-Kirkwood distribu-
tion function.43 To order h4, we have the semiclassical series

Table 2. Parameter Fits for the Intermolecular Hydrogen
Potential, including Many-Body Polarization Termsa

site R/Å Q/e R°/Å3 ε/K σ/Å

H2GP 0.000 -0.7464 0.69380 12.76532 3.15528
H2NP 0.363 0.0000 0.00000 2.16726 2.37031
H2EP 0.371 0.3732 0.00044 0.00000 0.00000

a H2GP corresponds to the center-of-mass site, H2EP coincides
with the true atomic locations (which, when combined with H2GP,
provides the quadrupole), while H2NP contains the additional
Lennard-Jones sites.

1334 J. Chem. Theory Comput., Vol. 4, No. 8, 2008 Belof et al.



B2(T)) 2π∫0

∞
dr r2(1- e-��)+ h2

24π�3∫0

∞
dr r2e-��

[∂�
∂r ]2

+

h4

960π3�4∫0

∞
dr r2e-�� ×

{ [∂2�
∂r2 ]2

+ 2

r2[∂�
∂r ]2

+ 10�
9r [∂�

∂r ]3
- 5�2

36 [∂�
∂r ]4} (8)

where φ(r) is an isotropic potential as a function of the
separation. The intermolecular many-body potential devel-
oped here has been spherically averaged to produce an
isotropic pair potential, φ(r), which is plotted in Figure 3
along with the well-known isotropic potentials of Silvera-
Goldman8 and Buch,7 both of which are known to closely
match experiment.

The second virial coefficient, B2(T), was then calculated
Via eq 8. Numerical integration was performed for r )
0.001-25 Å across a temperature range spanning from 50
to 500 K, in 10 K increments. The results are compared with
experiment38 (and the SG potential) in Figure 4.

3.2. Equation of State. The equation of state was
ascertained by calculating the average number of hydrogen
molecules, Nj , via sampling of the grand canonical ensemble
for a corresponding range of chemical potential. The fol-
lowing statistical mechanical expression was numerically
estimated by Grand Canonical Monte Carlo44,45

Nj) 1
�∑

N)0

∞

e�µN{∏
i)1

3N ∫-∞

∞
dxi} Ne-�U(x1,...,x3N)

where the chemical potential of the gas reservoir, µ, was
determined through empirical fugacity functions46,47 for

Figure 2. Potential energy curves found by fitting to eq 6
(dashed) versus the ab initio curves from Figure 1 (solid). The
alternative nonpolar form (Upol ) 0) that was also fit to the ab
initio data is not shown for clarity since, with a slight exception
to the T configuration, the curves are visually indistinguishable.

Table 3. Potential Parameters for the Pairwise Model
(Neglecting Polarization Terms)

site R/Å Q/e ε/K σ/Å

H2G 0.000 -0.7464 8.8516 3.2293
H2N 0.329 0.0000 4.0659 2.3406
H2E 0.371 0.3732 0.0000 0.0000

Figure 3. The isotropic projection φ(r) of the many-body
potential U is shown along with the SG and Buch poten-
tials.
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hydrogen at both high and low temperature (the high-pressure
densities have also been verified Via NPT molecular dynam-
ics). Isothermal P-F curves were generated at temperatures
of 77 K (pressure range of 0-200 atm) and 298.15 K
(pressure range of 0-2000 atm), and the results are compared
with experimental data48,49 in Figures 5 and 6. For the
simulations at 77 K, Feynman-Hibbs quantum corrections50

were applied to the energetically dominant electronic repul-
sion/dispersion part of the potential to order p4 Via

Urd
FH )Urd +

�p2

24µ(Urd
′′ + 2

r
Urd

′ )+
�2p4

1152µ2(15

r3
Urd

′ + 4
r

Urd
′′′ +Urd

′′′′ ) (9)

where Urd
′ , Urd

′′ ,... are the derivatives of the electronic
repulsion/dispersion term of eq 6 with respect to the
displacement r. These corrections were not applied in the
generation of the 298.15 K data since these effects are

negligible at room temperature. To reduce the computational
cost, these quantum corrections were only applied to the
repulsion/dispersion energy because at 77 K, under the
pressure conditions demonstrated here, the repulsion/disper-
sion energy is greater than 85% of the total energy.

It should be pointed out that the molecular hydrogen is in
a supercritical phase under the conditions reported. Note the
liquid hydrogen density at boiling (20 K) is 0.07 g cm -3;
thus the state points considered include those representative
of relatively strong intermolecular interactions for H2. In both
instances, we see improved agreement with experiment at
high-density when many-body effects are explicitly consid-
ered by inclusion of Upol. It is known that many-body
polarization effects are of even greater importance when
considering high-density hydrogen interacting strongly with,
for example, a polar adsorbing material.4

4. Conclusions

An anisotropic, many-body hydrogen potential has been
derived from first principles and expressed in a functional
form suitable for mixing with heterogeneous systems con-
sisting of partial charges, Lennard-Jones sites, and atomic
point polarizabilities. It has been shown to reproduce the
properties of bulk hydrogen under conditions of current
interest in materials research. Electrostatic quadrupolar and
many-body polarization interactions are included anisotro-
pically, thus making this model useful for high-density
studies where orientation-dependence is of interest.

Next, it is planned to use the potential in modeling H2

sorption in highly polar MOFs that have been shown to sorb
hydrogen at near liquid densities at 77 K.4,19 The potential
should also be useful in modeling hydrogen in any condensed
phase system where the essential physics of the composite
system is captured by the flexible potential energy function
presented.
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Abstract: Structures, relative stabilities, singlet-triplet gaps, and the ground-state character of
mono- and diradicals derived from the three icosahedral carborane cage isomers have been
computed by unrestricted broken-symmetry DFT and by CASPT2 methods. Whereas the bond
dissociation energies (BDE) leading to the carborane monoradicals are close to the benzene
BDE, the most stable carborane radicals are derived from dissociations of hydrogens farthest
away from the carbon atoms. All the monomeric carborane diradicals are determined to have
singlet ground states. However, the energetic accessibility of triplet states in some of the species
offers the potential of building diradical multidimensional carborane network architectures with
interesting magnetic properties.

1. Introduction

Carborane clusters, proposed1 as building-blocks in a “mo-
lecular tinkertoy” set, have emerged as candidates for the
design of nanosize materials with tunable electronic, optical,
and magnetic properties.2 Icosahedral o-, m-, and p-carbo-
ranes are commercially available. Their 12 cage atoms,
serving as anchoring points, can be connected to build linear,
sheetlike, and 3D molecular architectures.3 The ion-molecule
reactions of icosahedral o-, m-, and p-carborane in an ion
trap showed that under ultrahigh vacuum conditions carbo-
rane ions reacted sequentially with their neutral counterparts

to form series of cluster-of-clusters ions, i.e. ‘supercluster’
ions with linear, sheetlike, and 3D networks. Such clustering
reactions proceeded with elimination of carborane hydrogens
but without detachment of any skeletal boron or carbon atom.
Hence, the thermal stability of the individual carborane cages
was unaltered.4 We have shown previously5–8 how the
properties of carborane cages can be tuned by appropriate
modifications. This opens new possibilities for devising
promising multidimensional carborane networks, e.g., for the
design of cutting-edge molecular-based magnetic nanostruc-
tures for spin electronics.9,10

We aim to clarify the properties of (finite) 1D, 2D, and
3D constructs, based on icosahedral o-, m-, and p-carboranes
in order to devise new materials with potential nanotechno-
logical applications. Even expansion of the carborane cage
to more than 12 vertices is nowadays possible leading to
the possibility of atom encapsulation.11 How do charge, spin
(S),5,6 and endohedral-atom inclusion7,8,12 (M@cage) influ-
ence their properties, both in the ground and excited states?
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Toward this goal, we now report a comprehensive study of
the thermodynamic stabilities of carborane mono- and
diradicals as well as the ground states and singlet-triplet gaps
of the latter. We relate differences in behavior to their
geometric and electronic peculiarities.

Previous computational investigations involved the
CB9H10

• and CB11H12
• free radicals at the B3LYP/6-31G(d)

level of theory13 and “wheel” systems, where closo-carborane
diradicals on opposite “poles” can either be joined to give
cross-cluster bonds or can be open in singlet or triplet
states.14 The finding in the latter study that the 1,12-C2H10B10

diradical prefers an open singlet state is confirmed and
extended here. Relevant recently published experimental
results include a negatively charged π-(C60

-)2 dimer with a
diradical state at room temperature15 and the synthesis of
dimeric diradicals derived from carborane cages connected
through acetylenic and ethylenic moieties.16

2. Computational Methods

MP2 and B3LYP were among the methods17 employed to
compute ground states of the various carboranes radicals as
well as adiabatic singlet-triplet gaps of diradical carboranes.
Due to wave function instability and the need for multiref-
erence treatments, singlet state diradical geometries and
energies were computed by the unrestricted (U)B3LYP
broken symmetry approach (UBS),18 an approximate but
practicable method judged to be suitable for this purpose.19

The performance of computations on selected diradicals were
carefully calibrated against benchmark results employing
multiconfigurational perturbation theory, CASSCF/CASPT2,
a high-level method which has proven its applicability in
diverse electronic structure computations.6,7,20–28 Unless
otherwise indicated, the CASPT2 multireference wave func-
tions are based on an active space of six electrons distributed
in six molecular orbitals (6,6). However smaller (2,2) and
larger (12,12) active spaces were checked to ensure the
stability of the results in single-point energy computations.
The multiconfigurational computations used the Molcas 6.0
program29–31 and involve CASSCF geometry optimizations
and CASPT2 single-point energy computations. The 6-31G(d)
basis set was employed generally. Test computations using
the aug-cc-pVDZ basis sets also are discussed in order to
show that increasing the size of the basis set only has minor
effects. All states are described at their optimized geometries,
which have been characterized as energy minima at the same
level of computation through analytical second derivatives.
The obtained harmonic frequencies have been used to include
zero-point vibrational corrections when indicated.

3. Results and Discussion

Figure 1 displays the IUPAC numbering scheme (hydrogen
atoms bound to each cage atom are not shown) for o-
carborane, m-carborane, and p-carborane, where o- (ortho),
m- (meta), and p- (para) describe the relative positions of
the two carbon atoms. Single H atom removal can give five
isomeric radicals from o-carborane, five from m-carborane,
and two from p-carborane. In our designation, r-(j) is an
r-carborane with the radical at position j, j being the lowest
number among equivalent alternatives. The possible isomers
are summarized below.

Radicals derived from o- carboranef {o- (1), o-
(3), o- (4), o- (8), o- (9)} (1)

Radicals derived from m- carboranef {m- (1), m-
(2), m- (4), m- (5), m- (9)} (2)

Radicals derived from p- carboranef {p- (1), p- (2)}
(3)

The nomenclature scheme for diradicals is similar.
It is worth mentioning that the neutral B-H/C-H bond

dissociation (homolytic bond-dissociation) is a lower energy
process by 10-13 eV as compared to the ionic dissociation
or deprotonation of the species derived from o-carborane,
m-carborane, and p-carborane (see details in the Supporting
Information).

3.1. Energetics of Carborane Radicals and Diradi-
cals. The energetics of the various radicals and diradicals
derived from o-, m-, and p-carborane (r-C2B10H12, r ) o, m,
p) can be estimated from the following carbon/
boron-hydrogen bond dissociation reactions (eqs 4 and 5):

The relative energy of monoradicals (∆E1) and diradicals
(∆E2) can be obtained through the corresponding relation-
ships (eqs 6 and 7, where X represents the carborane
fragment):32

∆E1)E(HX•)+E(H•)-E(HX-H) (6)

∆E2)E(X•,•)+E(H•)-E(HX•) (7)

No experimental C-H or B-H bond dissociation energies
of carboranes are available, to our knowledge. Hence, and
assuming similar bonding effects in both systems, we
calibrated the performance of our B3LYP/6-31G(d) level
against experimental C-H bond dissociation energies (CH
BDE, D0) of benzene and the phenyl radical,33–36 obtained
from the experimental C-H bond dissociation enthalpy at
298 K (DH298) and the heat capacity contribution.36 The error
in our computational level, revealed by this procedure, was
corrected by evaluating eqs 6 and 7 and using an adjusted
parameter, K (-308.05 kcal/mol or -0.490916 au), instead
of the known exact energy of the hydrogen atom (-0.5 au
or -313.75 kcal/mol). The value of K was deduced from eq
8 and experimental data33,36

Figure 1. Labels for cage atoms in (a) o-carborane, (b)
m-carborane, and (c) p-carborane, having point-group sym-
metries C2v, C2v, and D5d, respectively. Hydrogen atoms,
bound to every cage atom, are not shown for clarity.
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∆Eexp)(D0)exp)E(C6H5
•)+K-E(C6H6)) 112.4 kcal ⁄ mol

(8)

where the computed B3LYP/6-31G(d) energy for benzene
E(C6H6) and the phenyl radical E(C6H5

•) includes the zero-
point energy (ZPE) correction. The experimental value for
D0, 112.4 kcal/mol, (eq 8) can be compared with the
computed B3LYP/6-31G(d) and MP2/6-31G(d) values of
118.1 and 132.7 kcal/mol, respectively. Because of the large
discrepancy, and also because the erratic behavior of the
method for the diradicals, the MP2 data are disregarded in
our discussion.

This procedure was used to compute the energies of all
the isomeric carborane monoradicals shown comparatively
in Figure 2. These derive from H atom dissociation from all
distinguishable positions of the 1,2- (ortho), 1,7- (meta), and
1,12- (para) C2H12B10 12-vertex carborane isomers. Com-
putations of ∆E with the basis set 6-31G(d,p) showed
energy differences of only 1 kcal/mol (see the Supporting
Information). The same strategy can be employed by using
eq 7 to compute the three isomeric diradicals (“benzynes”)
derived from benzene: ortho (o-), meta (m-), and para
(p-)-C6H4

•,•. Taking the corresponding experimental (D0)exp

values for the hydrogen dissociation leading from the phenyl
radical (C6H5

•) to the corresponding benzyne (r-C6H4
•,•), we

have

∆Eexp
r-benzyne)(D0)exp

r-benzyne)E(r-C6H4
•,•)+Kr-E(r-

C6H5
•) (9)

The three experimental D0 energies 76.5 (o-), 92.5 (m-),
and 107.5 kcal/mol (p-)34,36 were used to deduce three values
of K: Ko: -324.5 kcal/mol, Km: -308.8 kcal/mol, and Kp:
-330.2 kcal/mol. These three values, employed to take into
account the geometrical arrangement of the analogous
diradical centers, were used in the calculations of the
respective isomers of the carborane diradicals. The benzyne
energies were computed at the UB3LYP/6-31G(d) level of
theory for the ortho and para isomers and at the BLYP/
6-31G(d) level for meta-benzyne. The exception for the
latter was made because of the known trend of hybrid
functionals to yield a highly strained bicyclic olefin structure
for meta-benzyne instead of the correct monocyclic diradical
conformation.37,38 ZPE corrections were excluded in the
calculations of the diradicals due to the poor convergence
of some of the DFT broken-symmetry solutions (see below).

Figures 2 and 3 display and relate graphically the dis-
sociation energies of the different radicals and diradicals
derived from o-carborane, m-carborane, and p-carborane
obtained by applying eqs 10 and 11

∆E1 )E(HX•)+K-E(HX-H) (10)

∆E2)E(X•,•)+Kr -E(HX•) r) o, m, p (11)

whereas Table 1 summarizes the relative energies of the
singlet carborane diradical ground states in terms of the CH
or BH dissociation energies from the carborane monoradicals.
Notice that some carborane diradicals can be obtained from
two different consecutive H-atom abstractions; therefore, two
dissociation energy values are given. For instance, o-(1,3)

can be obtained from the radical o-(1) by removing the
hydrogen from boron B3 or from o-(3) by removing the H
from carbon C1. The energies of the carborane diradicals
were based on the B3LYP broken-symmetry solution for the
singlet state of the systems (see the next section), assuming,
as verified by the CASPT2 calibrations, that all of them have
a singlet ground state. The value for the singlet state energy
was obtained by adding to the UB3LYP/6-31G(d) solution
for the triplet state of the diradical the computed ∆EST(BS)
singlet-triplet gap (see section 3.2).

The relative stabilities of the monoradicals (see Figure 2)
obviously are influenced by the energies of the parent
carboranes where the stability follows the order E(ortho) <
E(meta) < E(para).39 The most stable carborane radicals,
with the smallest ∆Es, follow the series E(o-(9)) < E(m-
(9)) < E(p-(2)) and correspond to the isomers where the
radical center is farthest away from the cage carbons. The
bond dissociation energy of the most stable radical, o-(9), is
similar to that of the phenyl radical. In general (see Figure
3), the para and meta isomers of the carborane diradicals
are the most and least stable, respectively. Structures with
apical carbon atoms in the carborane cage form diradicals
preferentially. Whereas the range of CH/BH monoradical
bond dissociation energies is only 3 kcal/mol (Figure 2), the

Figure 2. Comparison of the dissociation energies of mono-
radical derived from o-carborane, m-carborane, and p-car-
borane. ∆E computed using eq 10 at the (U)B3LYP/6-31G(d)
level of theory.

Figure 3. Plot of the dissociation energies of diradicals
derived from o-carborane, m-carborane, and p-carborane
monoradicals. ∆E computed using eq 11. Level of theory:
UBS(B3LYP)/6-31G(d).
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range for carborane diradicals is nearly ten times larger
(Figure 3). Finally, it is worth mentioning that the fact that
some radicals have almost degenerate energies does not
imply that they coexist or interconvert at room temperature,
because the corresponding conversion barrier is generally
high. As an example, computations on the o-(8) and o-(9)
radical show an energy barrier of about 60 kcal/mol for the
1,2-hydrogen shift. The absolute and relative energies of the
ground states of the compounds used to estimate relative
stabilities and an example of an interconversion barrier
are included in the Supporting Information.

The electronic structures of the monoradicals have a
common feature: the singly occupied molecular orbital
(SOMO) corresponding to the unpaired electron in all
radicals is axially delocalized-the axis corresponds to the
former X-H bond at the X ) B or C site where the H was
removed. These SOMOs always have four nodal surfaces.
Figure 4 depicts the MO φe corresponding to the unpaired
electron in the radical o-(1) and the total spin density of the
same radical. In all other species the SOMO and the spin
density have very similar shapes, with φe, even for nonsym-
metric radicals, having approximate axial symmetry. As
expected, the spin density in the radical is largely localized
around the cage atom site from which the hydrogen atom
has been removed. More information about the electronic
structures of the diradicals is provided below.

3.2. Electronic Structure and singlet-triplet Gaps for
Carborane Diradicals. Methodological Considerations. Dirad-
ical systems are characterized by the existence of two
electrons nominally localized at specific sites of a molecule.
The energy gap between the lowest energy singlet and triplet
states is governed by the effective interaction between the

electron spins of sites i, j, mapped to a Heisenberg-Dirac-
Van Vleck spin Hamiltonian40–42

Ĥex )-JijŜi · Ŝj (12)

Here Jij is the spin-exchange coupling parameter, and a sum
over i and j occurs for more than two sites. For the diradical
case, Jij equals the singlet-triplet splitting, with a negative
value for a singlet ground state (antiferromagnetic behavior)
and positive in the opposite case (ferromagnetic behavior).19

The simplest derivations of such a spin Hamiltonian presup-
poses that spins are localized in each center, a phenomenon
called valence trapping, but this model is often inaccurate.
Still, eq 12 is generally adequate for diradicals comprised
of just two unpaired electrons. For systems with several
unpaired and typically delocalized valence electrons, cor-
rections can entail further double-exchange42,43 or cyclic
(spin) permutations.44,45 The calculation of singlet-triplet
splittings, and therefore effective exchange coupling con-
stants, Jij, in almost degenerate cases by quantum chemical
methods is quite delicate, requiring high accuracy to evaluate
subtle correlation energy effects and to take the intrinsic
multideterminantial nature of the spin manifold into account,
conditions only fulfilled by computationally expensive mul-
ticonfigurational ab initio procedures with limited applicabil-
ity to large complexes. A natural tendency is to move toward
the widely used and less expensive Density Functional
Theory (DFT) procedures.

DFT has clear limitations when applied to degenerate
states, in particular because of its single-determinant
character.46,47 This circumstance occurs with diradicals,
which are molecules with two weakly interacting electrons,
each formally associated with different atomic centers. The
standard DFT representation is approximately valid in
computing triplet states but is totally inadequate for spin
contaminated singlet diradicals.19 Along with other tech-
niques,42 unrestricted broken symmetry (UBS) DFT ap-
proximations have been developed18 to deal with open-shell
or multiconfigurational situations. The broken spin symmetry
yields a wave function which is a mixture of different spin

Table 1. Comparison of the CH or BH Bond Dissociation
Energies D0 (in kcal/mol at the UBS(B3LYP)/6-31G(d)
Level) for the Singlet Diradical Ground States Derived from
r-Carborane Monoradicals Computed with Eqs 10 and 11a

diradical D0
1 D0

2 diradical D0
1 D0

2 diradical D0
1 D0

2

o-(1,2) 84.3 84.3 m-(1,2) 104.4 106.8 p-(1,2) 76.6 79.1
o-(1,3) 79.7 81.4 m-(1,7) 115.0 115.0 p-(1,7) 88.9 91.3
o-(1,4) 77.8 81.0 m-(1,4) 94.9 98.2 p-(1,12) 87.5 87.5
o-(1,7) 95.1 98.2 m-(1,5) 93.0 96.3 p-(2,3) 80.9 80.9
o-(1,8) 88.6 92.5 m-(1,9) 108.4 112.5 p-(2,4) 97.9 97.9
o-(1,9) 83.9 87.8 m-(1,12) 103.2 106.5 p-(2,7) 88.6 88.6
o-(1,12) 85.8 89.7 m-(2,3) 101.5 101.5 p-(2,8) 98.2 98.2
o-(3,4) 89.0 90.4 m-(2,6) 104.7 105.6 p-(2,9) 87.3 87.3
o-(3,5) 98.5 99.9 m-(2,4) 121.2 122.1
o-(3,6) 101.6 101.6 m-(2,5) 114.5 115.3
o-(3,8) 91.4 93.5 m-(2,10) 114.3 116.0
o-(3,10) 90.7 92.7 m-(4,8) 109.1 109.1
o-(3,9) 97.5 99.7 m-(4,6) 115.6 115.6
o-(4,5) 86.2 86.2 m-(4,11) 107.7 107.7
o-(4,7) 100.3 100.3 m-(4,5) 102.9 102.9
o-(4,8) 89.3 89.9 m-(4,12) 114.9 114.9
o-(4,10) 103.5 104.2 m-(4,9) 105.2 106.1
o-(4,9) 89.7 90.5 m-(4,10) 118.5 119.4
o-(4,12) 96.5 97.2 m-(5,12) 112.5 112.5
o-(8,10) 98.0 98.0 m-(5,10) 106.2 107.0
o-(8,9) 87.0 87.1 m-(9,10) 101.9 101.9
o-(9,12) 87.5 87.5

a Two D0’s are computed for those diradicals whose parent
monoradicals differ; thus, the diradical r-(i, j) can be derived
through {r-(i) f r-(i, j) + H} or through {r-(j) f r-(i, j) + H} leading
to D0

1 and D0
2, respectively, with i < j.

Figure 4. Electronic structure of o-carborane radical o-(1):
(a) singly occupied molecular orbital (SOMO, φe ) ( 0.02).
(b) Total spin density (Fs ) ( 0.0004); the orientation of the
radical corresponds to the carbon atom at the apical position
(top large spin-density lobe).
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states.48 singlet-triplet gaps (∆EST) are therefore based on
the standard DFT triplet state (ET) result and the UBS
(unrestricted-DFT) solution for the singlet state (EBS). The
gap is computed as49

∆EST )
2(EBS-ET)

〈 Ŝ2〉T - 〈 Ŝ2〉BS

)
2(EBS -ET)

2- 〈 Ŝ2〉BS

(13)

The expression derives from a UBS calculation with a
mixed wave function and considers the state of the highest
multiplicity (ET, triplet) to be a pure spin state (〈 Ŝ2〉T)2),
whereas the lower spin (EBS, singlet) state, computed with
the UBS method, is contaminated by higher spin state
components, and its solution will not be an eigenfunction of
the spin operator. The magnitude of 〈 Ŝ2〉BS is a measure of
the degree of mixing between both states. Equation 13 is
equivalent to that obtained within the spin projector
technique.42,48

Table 2 compiles the singlet-triplet energy gaps, the
expectation values for the spin operators, and the distances
between diradical centers for selected carborane diradicals
at different levels of theory. A positive gap indicates that
the singlet (ground) state is lower in energy. Detailed
discussions of the performance of the different approaches
to deal with degenerate situations are available.19 We give
relevant benchmarking information regarding the level of
computation employed here to obtain the energies and
structures of the lowest singlet and triplet states and analyze
the theoreticalproblemsrelatedwith thediradicalcomputations.

Results on Selected Carboranes. From the full set of
carborane diradicals, Table 2 includes the different types of
species identified by a nomenclature scheme. The parent o-,
m-, and p-carboranes differ in the position of the carbon
atoms. Each can give rise to different locations of the
diradical centers. For instance, the carbons are adjacent in
o-carboranes, but the radical centers can be contiguous, as

in o-(1,2), or can be separated by one atom, o-(1,7), or by
two atoms, o-(1,12). The latter has the diradical centers at
opposite “poles” of the near-spherical carborane cage. We
identify these three structure types as Class I, II, and III
carboranes, respectively, and we combine this with labels
a, b, and c, for diradical centers located on two carbon atoms
(a), one carbon and one boron atom (b), or two boron atoms
(c) (cf. Table 2).

The singlet-triplet gaps depend more on the location of
the diradical centers than on any other structural parameter.
For instance, at all levels of theory the computed gap in (1,2)
carboranes (Classes Ia and Ib) is large (close to one eV). In
such molecules, the diradical centers are contiguous, and the
singlet state CASSCF wave function can be described by a
predominant closed-shell electronic configuration. Conse-
quently, standard DFT/B3LYP theory provides singlet-triplet
gaps within 0.2 eV of the more accurate CASPT2 results.
In contrast, the behavior of the single-reference (U)MP2
theory is erratic, deviations sometimes reach (1 eV, es-
sentially reflecting the large spin contamination of the
unrestricted HF wave function.

The UBS results are equivalent to the standard B3LYP
results for Class Ia and Ib carboranes, as expected from the
single-reference character displayed by the CASSCF wave
function. The expectation value of the spin operator, 0.00,
indicates that the UBS solution converges to the standard
B3LYP solution, with states of pure singlet spin character.
Class Ic carboranes like m-(4,8), in which the diradical
centers are two boron atoms, are different. Whereas B3LYP
leads to unphysical degenerate situations, UBS and MP2 gaps
are close to the CASPT2 results. The symmetry-broken
(UBS) situation with 〈Ŝ2〉BS ≈ 1 indicates diradical character.
The CASPT2 gaps are quite similar to the UBS values here.
The CASSCF wave function reflects a situation in which
two electronic configurations are predominant, and the

Table 2. Adiabatic singlet-triplet Gaps and Geometrical Parameters for Selected Carborane Diradicals at Different Levels of
Theorya

adiabatic singlet-triplet energy gapb/eV distance between diradical centers/Å

B3LYP/UBS geometry MP2 geometry
CASSCF
geometry B3LYP/UBS geometry MP2 geometry CASSCF geometry

system class B3LYP/UBS(<S2>) CASPT2 MP2 CASPT2 CASPT2 S0 T1 S0 T1 S0 T1

o-(1,2) Ia 0.93/0.93(0.00) 1.15 1.60 1.17 1.17 1.361/1.361 1.636 1.400 1.639 1.364 1.602
o-(3,6) IIc -1.05/0.03(0.99) -0.05c 0.19 0.03 0.06 2.800/2.880 2.887 2.892 2.885 2.899 2.901
o-(1,7) IIb 0.18/0.28(0.54) -0.02c 0.24 -0.04c 0.17 2.586/2.607 2.694 2.579 2.693 2.624 2.691
o-(1,12) IIIb 0.98/0.98(0.00) 0.85 0.99 0.87 0.76 3.097/3.097 3.090 3.100 3.101 3.121 3.118
m-(1,2) Ia 0.63/0.63(0.00) 0.75 0.93 0.82 0.82 1.463/1.463 1.688 1.479 1.689 1.509 1.686
m-(4,8) Ic -0.01/0.38(0.75) 0.38 0.31 0.36 0.37 1.570/1.664 1.763 1.614 1.764 1.666 1.771
m-(1,7) IIa -0.22/0.27(0.85) 0.36 0.94 0.33 0.37 2.292/2.462 2.517 2.432 2.517 2.438 2.517
m-(2,4) IIc -0.91/-0.19(-)e -0.14c 0.12 -0.03c 0.04 2.718/2.607e 2.838 2.837 2.843 2.842 2.855
m-(2,10) IIc -0.77d/0.07(0.97) -0.11c 0.61d -0.10c 0.04d 2.707/2.806 2.819 2.793 2.828 2.853 2.840
m-(4,10) IIc -0.77/-0.10(-)e -0.02c 0.15 0.01 0.07 2.680/2.680 2.840 2.800 2.840 2.860 2.873
m-(1,12) IIIb 0.49/0.70(0.44) 0.77 0.74 0.60 0.74 3.086/3.103 3.094 3.160 3.104 3.163 3.137
p-(1,2) Ib 0.91/0.91(0.00) 0.94 0.19 0.96 0.98 1.466/1.466 1.703 1.476 1.702 1.492 1.709
p-(1,7) IIb -0.03/0.25(0.78) 0.27 0.24 0.22 0.34 2.454/2.596 2.663 2.378 2.669 2.615 2.659
p-(2,4) IIc -0.93/-0.09(-)e -0.07c 0.12 0.01 0.04 2.700/2.700 2.845 2.805 2.850 2.859 2.872
p-(1,12) IIIa 0.17/0.62(0.68) 0.72 1.77 0.72 0.67 2.920/2.919 2.865 2.973 2.875 2.934 2.885
p-(2,9) IIIc -0.20/0.43(0.83) 0.42 1.21 0.47 0.48 3.300/3.328 3.315 3.360 3.324 3.359 3.352

a CASSCF computations: active space 6 electrons in 6 orbitals. b A positive singlet-triplet gap indicates a singlet (ground) state lower in
energy. c At T1 geometry the S0 state is lower in energy than at S0 geometry or vice versa. d Results increasing the basis set: B3LYP/
aug-cc-pVDZ -0.71 eV; MP2/aug-cc-pVDZ 0.10 eV; CASPT2/aug-cc-pVDZ//CASSCF/6-31G(d) 0.06 eV, CASPT2(12,12)/aug-cc-pVDZ//
CASSCF/6-31G(d) 0.05 eV. e Poor convergence. 〈S2〉 close to one. Less reliable result.
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HOMO (H) and LUMO (L) natural orbitals, with respective
bonding and antibonding character between the contiguous
boron atoms (see below), display occupations of 1.52 and
0.48 electrons, respectively. We rationalize the different
behavior below based on orbital structures and interactions.
However, despite the poor account of energy gaps in some
cases, the computations in Table 2 indicate that the geom-
etries obtained at the different levels of theory, B3LYP, UBS,
MP2, and CASSCF, give reasonably consistent structural
parameters. The single point CASPT2 gaps, based on these
geometries, hardly differ more than 0.1 eV.

Class II carborane diradicals are much more interesting
in terms of their potential in materials applications because
of their smaller singlet-triplet gaps, especially when the
diradical centers are boron atoms. Thus, Class IIc compounds
like o-(3,6), m-(2,4), m-(2,10), m-(4,10), and p-(2,4) in Table
2 have gaps smaller than 0.1 eV at the CASSCF/CASPT2
level. Standard DFT/B3LYP theory is particularly poor in
such cases. The energy of the singlet state is heavily
underestimated; this leads to a negative singlet-triplet gap
indicating incorrectly a triplet ground state. Errors as large
as 1 eV are found. MP2 also shows erratic behavior, although
increasing the one-electron basis set to aug-cc-pVDZ for
m-(2,10) improved the results considerably (cf. Table 2). In
contrast, UBS performs quite well compared with CASPT2
in most cases, yielding degenerate situations with small
energy gaps. Except discarded computations when the wave
function did not converge properly due to technical problems,
singlet states always were lower in energy adiabatically. The
expectation value of the spin operator for the UBS “singlet-
like” solution is ≈1 for Class IIc compounds, an indication
of an average mixing between the pure singlet (0.0) and
triplet (2.0) cases. Analysis of the CASSCF wave function
illustrates the behavior of the quantum chemical methods

again. Class IIc singlet states are pure diradicals; two almost
equally predominant configurations describe the wave func-
tion, and two orbitals have occupations near unity. In such
situations, the UBS approach behaves much better than
standard DFT, although the accuracy is, as expected,
limited.42,47 Class IIa and IIb carboranes exhibit intermediate
character. Whereas the B3LYP and MP2 results are some-
what erratic, UBS gives gaps within 0.15 eV of the CASPT2
results.

The behavior of Class III carborane diradicals seems
surprising at first glance. All their singlet-triplet gaps are
larger than those of Class II diradicals. Class III diradicals
have more stable singlet ground states, despite the larger
distance found between the diradical centers (which generally
favors degeneracy). This difference is rationalized below in
terms of the character of the singlet state involved. The
behavior of the various levels of theory with Class III
carboranes is intermediate between the Class I and II
behavior. Although the closed-shell HF configuration pre-
dominates in the description of the CASSCF wave function,
the solution can be considered multiconfigurational. The
value of the spin operator in the UBS solution reveals
differences between the UBS and B3LYP descriptions.
Larger deviations of the expectation value from 0.00 (see
Tables 3 and 4) correspond to larger discrepancy between
both UBS-DFT and DFT results. For instance, the expecta-
tion value of 0.00 for o-(1,12) corresponds to a singlet state
well described by a closed-shell reference in the CASSCF
wave function; UBS and B3LYP are equivalent. For p-(2,9),
the UBS expectation value is 〈Ŝ2〉BS ) 0.83, and the CASSCF
wave function of the singlet state is composed of two
predominant configurations: H (2.0) - L (0.0), 69%, and H
(1.0) - L (1.0), 29%, with natural occupations H (1.60) and
L (0.40). This intermediate diradical character, especially for

Table 3. Adiabatic singlet-triplet Energy Gaps (∆EST, eV) Computed at the Different Levels for the Singlet (S) and Triplet (T)
Monomeric Diradicals Derived from o-, m-, and p-Carborane (See Figure 1 and Text)a

o-carborane B3LYP/BS m-carborane B3LYP/BS p-carborane B3LYP/BS

label/class ∆EST label/class ∆EST label/class ∆EST

(1,2)/Ia 0.93/0.93 (1,2)/Ib 0.63/0.63 (1,2)/Ib 0.91/0.91
(1,3)/Ib 1.07/1.07 (1,7)/IIa -0.22/0.27 (1,7) /IIb -0.03/0.33
(1,4)/Ib 1.07/1.07 (1,4)/Ib 1.05/1.05 (1,12) /IIIa 0.17/0.62
(1,7)/IIb 0.18/0.28 (1,5)/Ib 1.12/1.12 (2,3) /Ic 0.58/0.76
(1,8)/IIb 0.53/0.53 (1,9)/IIb 0.21/0.36 (2,4) /IIc -0.93/-0.09b

(1,9)/IIIb 0.75/0.75 (1,12)/IIIb 0.49/0.70 (2,7) /Ic -0.08/0.35
(1,12)/IIIb 0.98/0.75 (2,3)/Ic 0.73/0.83 (2,8) /IIc -0.87/-0.11b

(3,4)/Ic 0.32/0.60 (2,6)/Ic 0.34/0.61 (2,9) /IIIc -0.20/0.43
(3,5)/IIc 0.89/0.11b (2,4)/IIc -0.91/-0.19b

(3,6)/IIc -1.05/0.03 (2,5)/IIc -0.72/0.11
(3,8)/Ic 0.08/0.43 (2,10)/IIc -0.77/0.07
(3,10)/IIIc -0.03/0.49 (4,8)/Ic -0.01/0.38
(3,9)/IIc -0.58/0.13 (4,6)/IIc -0.87/0.06
(4,5)/Ic 0.60/0.76 (4,11)/IIIc -0.11/0.47
(4,7)/IIc -0.92/0.03b (4,5)/Ic 0.52/0.72
(4,8)/Ic 0.28/0.55 (4,12)/IIc -0.69/0.10
(4,10)/IIc -0.76/-0.14b (4,9)/Ic 0.25/0.54
(4,9)/Ic 0.25/0.52 (4,10)/IIc -0.77/-0.10b

(4,12)/IIc -0.50/0.18 (5,12)/IIc -0.51/0.21
(8,10)/IIc -0.67/0.11 (5,10)/Ic 0.18/0.49
(8,9)/Ic 0.48/0.67 (9,10)/Ic 0.54/0.72
(9,12)/Ic 0.43/0.64

a A positive singlet-triplet gap indicates a singlet (ground) state lower in energy. b Geometry converged with lower force and displacement
thresholds. Less reliable result.
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Class IIIc carboranes, explains the discrepancy between the
B3LYP gap (-0.20 eV) and the UBS gap (0.43 eV), the
latter being quite close to the CASPT2 result (0.48 eV).

Table 3 lists the singlet-triplet (∆EST) energy gaps for all
monomeric diradicals derived from o-carborane, m-carbo-
rane, and p-carborane computed at the B3LYP and UBS
levels of computation. The performance of different levels
of theory, discussed above, leads to the conclusion that UBS
results should be more trustworthy than standard B3LYP
results, except when convergence is poor. The larger the gap,
the closer the correspondence between both DFT-type
computations. Class Ia and Ib carborane diradicals exemplify
this behavior which can be rationalized by analysis of the
〈S2〉BS operator values (compiled in Table 4).

Only Class IIc carborane diradicals, with the diradical
centers located in noncontiguous boron atoms (two connec-
tions/bonds), display degeneracy between the lowest singlet
and triplet states. Such species may have interesting (tem-
perature-dependent and readily controllable) magnetic prop-
erties. Such possibilities extend to 1D, 2D, and 3D multi-
dimensional polyradical carborane structures with boron
radical centers; exchange coupling between the different 0D
units should be important. We have found no triplet diradical
ground states at our highest level of theory, CASPT2//
CASSCF. Therefore, it appears that all diradical closo-
C2H10B10 carboranes have singlet ground states.

As mentioned above, the singlet-triplet energy gaps of
diradicals are generally expected to decrease as the distance
(dXX) between the two radical centers increases. However,
the carborane diradicals Class I (dXX ≈ 1.4-1.8 Å), Class II
(dXX ≈ 2.5-2.8 Å), and Class III (dXX ≈ 2.9-3.4 Å) do not
behave this way. Only Class II carborane diradicals are nearly
degenerate. Class III singlet-triplet gaps are greatest, despite

having the largest dXX‘s. Clearly, the magnitude of the
splitting also depends on the orbital overlap contact region
of the radicaloid electron spins. As judged from the radical
spin densities of Figure 4, evidently this overlap can be
considerable. If the orbital overlap between the two (radical)
centers were weak, then the main dependence should be that
of the “exchange charge density” appearing in a traditional
exchange integral, and one would anticipate a large R (i.e.,
dXX distance) dependence

J) J0e
-RR (14)

where R is a constant, and J0 has a weaker polynomial
dependence on R (and 1/R) along with a possible dependence
on angle of orbital orientation. Evidently, the orbital overlap
is significant and may be delicately balanced with important
directional dependences. Consequently, our carborane diradi-
cals do not fulfill the rule that the exchange parameters
decrease with distance. The “effective” exchange interaction
is the root cause of the singlet-triplet splitting, which in turn
typically dominates the magnetic properties.

Figure 5 displays the CASSCF natural HOMO- and
LUMO-like orbitals of three different carborane diradicals
in their lowest singlet and triplet states together with their
computed ∆EST gaps. Class I carboranes have their two
diradical centers on neighboring atoms. Such structures have
short dXX distances and large orbital overlap, which maxi-
mizes the singlet-triplet splitting. The diradical centers in
Class II carboranes are on noncontiguous (two connections/
bonds) atoms. Not only is the distance (dXX) greater than in
Class I but also the orbital overlap is smaller. Although the
diradical centers in Class III carboranes, on opposite sides
of the cage, are furthest apart, the orbital overlap is through
the cage (the “antipodal effect”)50 and is quite large. The
nature of the lowest singlet state is important. It is clearly
multiconfigurational in Class I and III carboranes; the orbital
occupation numbers indicate the mixed localized-delocalized
character of their wave function. This can be analyzed best
in Class Ic carboranes, when the diradical centers are two
contiguous boron atoms. Class Ia carboranes with contiguous
carbon “diradical” centers form a CdC double bond; in
o-(1,2) the CdC distance is 1.361 Å at the DFT level. The
distance between contiguous B-B diradical centers in Class
Ic compounds ranges between 1.593 Å for m-(2,3) to 1.666
Å in p-(2,7) at the UBS level. These values are similar to
the CASSCF distances (e.g., 1.664 Å (UBS) and 1.666 Å
(CASSCF) for m-(4.8)) but are nearly 0.1 Å longer than the
B3LYP values. The computed bond length falls within the
range 1.56-1.68 Å determined as the distance of a
boron-boron double bond in recently synthesized stable
diborenes.51 In Class Ic carboranes with contiguous boron
radical centers, the nature of the bonding is complex. This
is shown by the shape of the “HOMO” (bonding B-B) and
“LUMO” (antibonding) orbitals and by their natural occupa-
tion numbers, 1.53 and 0.47, respectively. On the other hand,
the occupation numbers in Class II carboranes point toward
a two-configurational wave function and a more clearly
diradical character for both singlet and triplet states. Illustra-
tions with Mulliken population differences and spin densities

Table 4. Expectation Values for 〈Ŝ2〉BS in the
Broken-Symmetry BS (U)B3LYP/6-31G(d) Computations
for the Singlet States of Diradical Carboranes

o-carborane B3LYP m-carborane B3LYP p-carborane B3LYP

diradicals 〈S2〉 diradicals 〈S2〉 diradicals 〈S2〉

(1,2) 0.00 (1,2) 0.00 (1,2) 0.00
(1,3) 0.00 (1,7) 0.85 (1,7) 0.78
(1,4) 0.00 (1,4) 0.00 (1,12) 0.68
(1,7) 0.54 (1,5) 0.00 (2,3) 0.36
(1,8) 0.00 (1,9) 0.52 (2,4) -a

(1,9) 0.00 (1,12) 0.44 (2,7) 0.79
(1,12) 0.00 (2,3) 0.21 (2,8) -a

(3,4) 0.55 (2,6) 0.55 (2,9) 0.83
(3,5) -a (2,4) -a

(3,6) 0.99 (2,5) 0.95
(3,8) 0.69 (2,10) 0.97
(3,10) 0.78 (4,8) 0.75
(3,9) 0.94 (4,6) 0.97
(4,5) 0.34 (4,11) 0.80
(4,7) -a (4,5) 0.41
(4,8) 0.58 (4,12) 0.75
(4,10) -a (4,9) 0.60
(4,9) 0.59 (4,10) -a

(4,12) 0.92 (5,12) 0.91
(8,10) 0.95 (5,10) 0.64
(8,9) 0.42 (9,10) 0.39
(9,12) 0.46

a Geometry converged with looser force and displacement
thresholds. 〈S2〉 close to one.
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for some of the carboranes can be found in the Supporting
Information.

We conclude that it is possible to use the expectation value
of 〈 Ŝ2〉BS in the UBS solution to evaluate the character of
the singlet state, as it reflects the magnitude of the mixing
between pure spin states. A value of 0.0 indicates a stable
singlet wave function (identical with standard DFT), whereas
a value approaching 1.0 indicates diradical character. Such
systems have small HOMO-LUMO gaps and S-T separa-
tions. Thus, examples in Figure 5, the Class IIc m-(2,10),
Class Ic m-(4,8), and Class IIIb m-(1,12) carboranes, have
UBS singlet-triplet splittings of 0.07, 0.38, and 0.70 eV and
expectation values for the spin operator of 0.97, 0.75, and
0.44, respectively.

4. Summary and Conclusions

A comprehensive analysis of all the isomeric monoradicals
and diradicals, derived from icosahedral carboranes by single
and by double hydrogen abstraction, has been presented by
using high-level quantum chemical calculations. Whereas
the bond dissociation energies (BDE) leading to the carbo-
rane monoradicals are close to the benzene BDE, the most
stable carborane radicals (designated o-(9), m-(9), and p-(2))
are derived from dissociations of hydrogens farthest away
from the carbon atoms. Most of the carborane radicals and
diradicals will be expected to be highly reactive and only
stabilized in the gas phase, having a strong tendency for
dimerization or polymerization. The production of radicals
as oxidized methylated carborane anions, the existence of a
permethylated carborane radical less prone to dimerization,52

and the recent synthesis of diradicals derived from the
former16 are experimental starting points of polyradical
architectures based on carboranes.

The theoretical adiabatic singlet-triplet splittings for car-
borane diradicals underscores the possibility of using diradi-
cals as operational magnet units in multidimensional carbo-
rane architectures. Double hydrogen abstraction from
noncontiguous boron centers, particularly those separated by

two connections/bonds in the carborane cages (described here
as Class IIc carborane diradicals), gives rise to near degener-
ate lowest singlet-triplet states, although the ground state is
always a singlet state at reliable levels of theory. Therefore
single carborane diradicals have an antiferromagnetic be-
havior. Examples of Class IIc carborane diradicals are the
systems o-(3,6) (e.g., double hydrogen abstraction from
o-carborane in positions 3 and 6), o-(4,7), m-(2,4), m-(2,10),
m-(4,10), and p-(2,4), in which very small singlet-triplet gaps
(<0.1 eV) have been computed (∆EST ≈ 0.10 eV ) 2.30
kcal/mol). The performance of standard DFT, unrestricted
broken-symmetry (UBS) DFT, MP2, and CASSCF/CASPT2
methods has been evaluated. UBS is the only practicable
strategy giving reliable singlet-triplet gaps comparable with
the more accurate but computationally demanding CASPT2
procedure. UBS may be successful because only two
configurations are required to basically describe the reference
wave function. Therefore, we plan to employ UBS to analyze
general trends in larger diradical systems such as those with
multicarborane polyradical architectures.

Additional supplemental information (geometries and
frequencies) is available from the authors (PDF).
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discussions and comments on the manuscript. The research
was supported in Spain by projects CTQ2007-61260,
MAT2006-13646-C03-02, and CSD2007-0010 Consolider-
Ingenio in Molecular Nanoscience of the Spanish MEC/
FEDER and in the U.S.A. by the Welch Foundation of
Houston, Texas, BD-0894, and by the National Science
Foundation Grant CHE-0716718.

Supporting Information Available: Mulliken popula-
tion and spin densities in selected positions of several
carboranes monoradicals and diradicals derived from o-, m-,
and p- at the B3LYP/6-31G(d) level of theory, tables for
the computation of relative stabilities of monoradicals and

Figure 5. CASSCF HOMO- and LUMO-like natural orbital occupation for the lowest singlet and triplet states and CASPT2
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Abstract: We presented a Hamiltonian replica exchange approach and applied it to investigate
the effects of various factors on the conformational equilibrium of peptide backbone. In different
replicas, biasing potentials of varying strengths are applied to all backbone (�,ψ) torsional angle
pairs to overcome sampling barriers. A general form of constructing biasing potentials based on a
reference free energy surface is employed to minimize sampling in physically irrelevant parts of the
conformational space. An extension of the weighted histogram analysis formulation allows for
conformational free energy surfaces to be computed using all replicas, including those with biased
Hamiltonians. This approach can significantly reduce the statistical uncertainties in computed free
energies. For the peptide systems considered, it allows for effects of the order of 0.5-1 kJ/mol to
be quantified using explicit solvent simulations. We applied this approach to capped peptides of
2-5 peptide units containing Ala, Phe, or Val in explicit water solvent and focused on how the
conformational equilibrium of a single pair of backbone angles are influenced by changing the residue
types of the same and neighboring residues as well as conformations of neighboring residues. For
the effects of changing side-chain types of the same residue, our results consistently showed
increased preference of � for Phe and Val relative to Ala. As for neighbor effects, our results not
only indicated that they can be as large as the effects of changing the side-chain type of the same
residue but also led to several new insights. We found that for the N-terminal neighbors, their
conformations seem to have large effects. Relative to the � conformer of an N-terminal neighbor, its
R conformer stabilizes the � conformer of its next Ala disregarding the residue type of the neighbor.
For C-terminal neighbors, their chemical identities seem to play more important roles. Val as the
C-terminal neighbor significantly increases the PII propensity of its previous Ala disregarding its
own conformational state. These results are in good accordance with reported statistics of protein
coil structure libraries, proving the persistent presence of such effects in short peptides as well as
in proteins. We also observed other side-chain identity and neighbor effects which have been
consistently reproduced in our simulations of different small peptide systems but not displayed by
coil library statistics.

Introduction
Sequence-dependences of intrinsic local conformation pro-
pensities of short peptide segments have attracted wide

attentions. There has been ample evidence that such pro-
pensities may lead to sequence-specific stabilization of local
structures in native proteins or nonrandom local conforma-
tions in unstructured proteins or peptides.1–4 One interesting
question is to what extent such propensities depend on not* Corresponding author e-mail: hyliu@ustc.edu.cn.

J. Chem. Theory Comput. 2008, 4, 1348–13591348

10.1021/ct7003534 CCC: $40.75  2008 American Chemical Society
Published on Web 06/21/2008



only the identity of individual residues but also their sequence
and conformation contexts. Such context dependences lead
to deviations from the “isolated-pair hypothesis” of Flory,5

which has often been assumed in equilibrium and kinetic
treatments of peptide and protein folding.6

A number of theoretical and experimental studies indicated
that the context effects can be non-negligible. Theoretical
investigations included statistical analyses of structural
databases, which assume that the effects of nonlocal interac-
tions can be averaged out over a large number of structures
if only residues in coil regions are analyzed, so that
conformation distributions in structure databases can reflect
intrinsic preferences.7,8 Erman and co-workers analyzed pair
wise correlations of backbone torsional angles in native
protein structures and found that such correlations favor the
choices of native torsional angles.9,10 Betancourt and Skolnick
also showed that dihedral angle distribution for a residue
can significantly depend on its sequence and conformation
contexts.11 Sosnick and co-workers performed detailed
analyses of backbone conformations in a protein coil library
and observed not only preferences for the polyproline II (PII)
conformation but also strong influences of both the chemical
identity and the conformation of neighboring residues.12

Experimental data, especially the NMR J3
RHN coupling

constants for denatured proteins and short unstructured
peptides, have shown good correlations with predictions
based on database models.13,14

These context dependences may result from steric interac-
tions. Srinivasan and Rose employed Monte Carlo simula-
tions to sample conformations of unfolded peptide chains.15

They considered only steric interactions and attractive
interactions separated by no more than five residues in
sequence and observed sequence-specific biases significantly
anticipating native secondary structures in the sampling.
Pappu et al. found that the conformation of a central residue
enveloped by two residues in the helical conformation was
sterically restricted by these neighbors.16 Penkett et al.
pointed out that a preceding residue with a �-branched or
aromatic side chain could promote the less sterically
restricted � conformation of its successive residue.14 The
coupling between solvation and electrostatic interactions has
also been proposed to promote context-dependent local
conformation propensities. Avbelj and Baldwin surveyed a
coil library for the effects of a large or small neighboring
residue on the backbone angle � and identified correlations
between neighbor effects and electrostatic free energies.17

Small peptides have often been employed to investigate
local conformation propensities to avoid complications
associated with large protein molecules. Avbelj et al. reported
that the intrinsic backbone preferences are present in blocked
amino acids.18 Stenner and co-workers have analyzed
structures of XA and AX dipeptides and AXA tripeptides
by a range of spectroscopy techniques.3,4 They also obtained
conformational propensities in line with results from
host-guest experiments on longer peptides, although they
did not observe context effects in the systems they studied.
Kallenbach and co-workers have employed temperature
dependent far-UV CD spectra and NMR J-coupling constants
to investigate the neighbor effects on the PII conformation

in alaline peptides.19 They found increased PII-� transitions
and J values corresponding to more negative � angles in
alanine flanked by isoleucine residues. On the simulation
side, Zaman et al. investigated conformational equilibriums
in short alanine peptide models, using seven different atomic
level force-fields with implicit solvent and Langevin dynam-
ics.20 They observed that although different force fields yield
large variations in the local structure propensities, a residue’s
conformation was invariably sensitive to the side-chain
identity and backbone conformation of its immediate se-
quence neighbors.

Molecular dynamics (MD) simulations with explicit sol-
vation can be a direct way to investigate the effects of
sequence and conformational contexts on backbone confor-
mations. This may not only provide more fundamental
insights into when and how such context dependences take
effects but also add highly quantitative criteria for the refining
and testing of biomolecular force fields. However, existing
evidence suggested that context effects are generally subtle,
and to quantify them would require conformational equilib-
riums to be estimated with much lower statistical noises
achievable by standard explicit solvent simulations.

Simulations based on generalized canonical ensembles can
be employed to reduce statistical errors caused by rare
transitions between different local minima on complicated
conformational free energy surfaces. Those methods included
multicanonical algorithm,21 simulated tempering,22,23 and
replica exchange method24–27 (also called replica Monte
Carlo,24 multiple Markov chain,25 or parallel tempering26,27).
In particular, using temperature as an extended degree of
freedom, temperature replica exchange molecular dynamics
(TREMD) have been widely applied to avoid sampling
inefficiency in peptide and protein simulations. TREMD,
however, meets with difficulty for explicitly solvated sys-
tems, because to maintain reasonable exchange acceptance
ratios, the temperature difference between neighboring
replicas need to be very small and the number of replicas
need to be large.28Another problem is that although high
temperature enhances barrier crossing, it may shift the
equilibrium of two states to favor the larger entropy one
making the transition less reversible.29

A number of alternatives to TREMD have been investi-
gated.30–33 One approach to avoid the problem of TREMD
is Hamiltonian replica exchange (HREMD) in which a series
of biasing potentials are used instead of temperatures as the
extra degree of freedom. The replica exchange umbrella
sampling (REUS) presented by Sugita et al. is one kind of
multidimensional replica exchange method (MREM).34

Fukunishi et al. have proposed scaled hydrophobicity REM
and phantom chain REM when studying protein structure
prediction problem.28 Other HREMD schemes include that
by Jang et al.35 who proposed a generalized effective
potential to change the effective temperature of the system
by modifying the torsional and nonbonded terms of the
potential energy function, by Affentranger et al.36 who
proposed to variably scale interactions within the protein and
between protein and solvent atoms in the generalized
ensemble and leave solvent-solvent interactions unchanged,
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and by Kwak et al.37 who proposed to scale partial local
conformation energy.

A critical issue for properly extending a canonical
ensemble into a generalized ensemble is to maintain the
physical relevance of conformations sampled by the different
replicas, and this can be a major difficulty with nondiscrimi-
native, general scaling of certain interactions in HREMD.
On the other hand, umbrella sampling is another commonly
used technique to overcome sampling inefficiency. An
umbrella potential can be designed to compensate the free
energy barriers along specific degrees of freedom (DOF) or
reaction coordinates (RC), while maintaining the physical
relevance of sampling along DOFs perpendicular to the RCs.
Equilibrated sampling with umbrella potentials applied on a
single or few RCs can still be difficult to achieve if major
free energy barriers exist along the remaining DOFs. If a
set of coordinates causing major difficulties for sampling
could be identified, coordinate-specific modification of the
Hamiltonian by umbrella potentials can be integrated with
the generalized canonical ensemble scheme so that free
energy barriers along a set of coordinates can be simulta-
neously demolished and truly converged results can be
obtained. One example is given by a recent work of Kannan
and Zacharias, who proposed a HREMD scheme in which a
series of five specifically parametrized potentials on the
backbone (�,ψ) angles were applied to different replicas.
Their simulations of peptide systems showed efficiency of
this approach.38

In this study, we describe a HREMD approach we
developed independently which also employed biasing
potentials on backbone conformations. The biasing potentials
are based on the (�,ψ) free energy surface of the alanine
dipeptide and a simple functional form for boosted sampling
proposed by Hamelberga et al.39 These potentials compensate
the free energy barriers to varying extents on the �-ψ surface
in different replicas, allowing the simultaneous sufficient
sampling of different (�,ψ) pairs in a peptides without
overextending the sampling into irrelevant parts of the (�,ψ)
spaces. An extension of the weighted histogram analysis
method (WHAM) can be employed so that all replicas can
be used to compute conformational free energy surfaces. We
show that the resulting low statistical uncertainties enable
meaningful extraction of residue identity and neighbor effects
from simulations of model peptides with explicitly solvent.
We will consider such effects on conformational equilibriums
in several model systems containing 2-5 peptide units
composed of Ala, Val, or Phe. Val has been chosen as the
simplest representative for residues with �-branched side
chains and Phe for residues with aromatic side chains.12We
note that systematic deviations of biomolecular force fields
from quantum mechanical/molecular mechanical calculations
and database statistics for the descriptions of conformational
equilibriums in the Ramachandran space have been re-
vealed.40 Reoptimizing the backbone torsional angle terms
in several force fields have led to significantly improved
models.40–43 Because we have not tried to correct such
potential systematic deviations in the force field we used,
we will not consider comparing the absolute probabilities
of different backbone conformers from our simulations with

experiments or database statistics. Instead, we will only
consider comparisons of the shifts in these probabilities upon
changes of side-chain identities or sequence/conformational
contexts. These shifts are mainly results of intra- and
intermolecular nonbonded interactions and should not be
influenced by refining the backbone torsional angle terms in
the force field.

Materials and Methods

1. Biasing Potentials for HREMD Simulations of
Peptides. For each replica i, a biasing term is applied to
each pair of backbone (�,Ψ) angles, resulting in a total
potential energy function of the form

Vtotal
i )Vsystem +Vbias

i , i) 1, ..., nr (1)

Here Vsystem is the unbiased potential energy function, nr is
the total number of replicas, and

Vbias
i ) ∑

m)1

nm

∆V(φm, ψm,Ri) (2)

Here the summation is over the total number of nm backbone
(�Ψ) pairs.

Different from the work of Kannan and Zacharias who
used five fixed biasing potentials for their HREMD simula-
tions,38 we use a functional form proposed by Hamelberga
et al.39 and the free energy surface ∆Fref(�,ψ) of alanine
dipeptide to design the biasing potential ∆V

∆V(φ, ψ,Ri)) { 0, if∆Fref(φ, ψ)gEcut

(Ecut -∆Fref(φ, ψ))2

Ri + (Ecut -∆Fref(φ, ψ))
, otherwise

(3)

In the above formula, the strength of the biasing term
depends monotonically on the replica-specific parameter Ri,
with ∆V ≡ 0 for Ri ≡ ∞ and ∆V ) Ecut - ∆Fref(�,ψ) for
Ri ) 0.

The reason for designing the biasing terms based on
∆Fref(�,ψ) is that to achieve optimum effects on sampling
efficiency, it is preferred that ∆V compensates the free energy
barriers separating the major stable conformational states.
The same biasing potentials, however, should not result in
overextended sampling into irrelevant regions of the con-
formational space. Here we assume that free energy surface
of a model alanine dipeptide (with solvation taken into
account) would provide a good first order approximation to
the free energy surfaces of (�,ψ) surfaces in peptides. Such
a biasing potential with Ri ) 0 applied to alanine dipeptide
would result in a flat (�,ψ) free energy surface for regions
associated with free energies lower than Ecut relative to the
lowest free energy minimum. With a properly chosen Ecut

the free energy barriers separating different conformational
minima can be demolished without introducing too much
overly extended sampling.

2. Obtaining the Reference Free Energy Surface. The
reference free energy surface is numerically represented on
a grid spanning the (�,ψ) space with a bin size of 5° × 5°.
Functional values and derivatives at off-grid points have been
computed using bicubical interpolation44 as has been first
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employed in protein simulations by Mackerell et al.41 For
this purpose, a highly smooth and converged free energy
surface is needed. We used a multidimensional adaptive
umbrellasamplingprocedure45whichmakesuseofWHAM38,46

to construct this surface. Details of the dipeptide system are
given in the computational details section. Repetitive calcula-
tions with altered initial configurations indicated that statisti-
cal errors can be less than 0.8 kJ/mol over the entire resulting
surface and much smaller in lower free energy regions.

Based on the barrier heights on the computed ∆Fref(�,ψ),
we choose Ecut ) 23 kJ/mol. Here we have chosen the series
of R, so that the barrier heights on the biased free energy
surfaces decreased approximately evenly between neighbor-
ing replicas. With the number of replicas nr ) 8, the Ris are
108, 120, 50, 26.67, 15, 8, 3.33, and 0, respectively, in
descending order, with the strengths of the respective biasing
potentials in ascending order.

3. Applying WHAM to Trajectories of Replicas to
Construct Free Energy Surfaces. Here to construct the free
energy surface using a single pair of (�,ψ) as the reaction
coordinates, the effects of the biasing potentials on all (�,ψ)
pairs should also be taken into account for all replicas with
a nonzero biasing potentials. In the Appendix we give the
corresponding WHAM equations which allows for confor-
mations sampled for all the replicas to be used, not only the
unbiased one.

4. Peptide Systems and Simulation Details. The various
peptide models considered are given in Figure 1. These are
respectively X, X-Ala, Ala-X, Ala-X-Ala-Ala, and Ala-Ala-
X-Ala blocked by CH3-CO- at the N terminus and -NH-
CH3 at the C terminus, respectively. X is one of Ala, Val,
or Phe. We will denote these systems by their sequence
strings with “nc” attached to the left side and “cc” attached
to the right side, representing the N and C terminal capping
groups, respectively.

Simulations have been performed with the software
package GROMOS96 with necessary modifications to imple-
ment the biasing potentials and replica exchange operations.
The solute have been described by the GROMOS 53A6 force
field.47 Each peptide in its fully extended conformation
((�,ψ) ) (180,180)) was solvated in a box of SPC48 water,
size of the cubic periodic box determined by maintaining a
minimum distance of 1.4 nm for any solute atom from the
box boundary, with the center of mass of the solute at the

box center. The weak coupling method49 has been used to
maintain a constant temperature of 300 K and a pressure of
1 atm, with relaxation times of 0.1 and 0.5 ps, respectively.
All bond lengths have been constrained using SHAKE.50 The
integration time step was 2 fs. Nonbonded interactions have
been treated with a twin-range cutoff method51 with reaction
field corrections for long-range interactions, using a short-
range cutoff of 0.8 nm, a long-range cut off pf 1.4 nm, and
a dielectric permittivity of 54 for the reaction field correc-
tions, the pair list for short-range interactions updated every
0.02 ps.

Following initial energy minimization, each peptide sys-
tem, including the dipeptide systems, has been copied into
eight replicas, each with a different biasing potential applied
to all backbone (�,Ψ) pairs. Then 30.04 ns REMD simula-
tions have been performed. The initial 40 ps has been used
for equilibration and has not been used for analysis. In the
HREMD simulations, every 100 steps (0.2 ps), replica
exchange was attempted between neighboring replicas. At
each exchange step, all the 7 pairs of neighboring replicas
were considered in random order, with the constraint that a
configuration can be exchanged for at most one time at a
given step.

To provide comparisons with the HREMD results, one of
the peptide systems, ncAAFAcc, was subjected to 8 inde-
pendent normal MD simulations at 300 K. Each simulation
included 10 ns sampling after 90 ps of equilibration.

Results

1. Convergences and Statistical Errors. As the effects
we are interested in translated into small free energy
differences, it is critical for the statistical errors produced
by the HREMD process to be sufficiently small relative to
the magnitudes of these effects. To estimate the statistical
errors, we divided each of the 30 ns REMD trajectory sets
(each set containing trajectories for all 8 replicas) into blocks
of equal lengths. With block lengths of 1, 2, 5, and 10 ns, a
REMD trajectory set was divided into 30, 15, 6, and 3 blocks,
respectively. Each block was employed separately to con-
struct a free energy surface. Then the averages and standard
deviations of free energy surfaces computed using blocks
of the same length can be computed. These standard
deviations provided estimations of statistical errors and of
how such errors decayed with the increasing length of the
HREMD trajectories.

Among all the systems considered, ncAFAAcc and
ncAAFAcc are the ones associated with the largest statistical
uncertainties because of their larger numbers of backbone
DOFs and the more difficult sampling of different side-chain
conformations for Phe. In addition, as R conformation is the
least populated among the three major local backbone
conformers, the free energy surfaces for the neighboring
residue in the R conformation contained the largest statistical
uncertainties as they were computed with the least amount
of sampled conformations. Thus to demonstrate the conver-
gence property of the HREMD procedure, as examples for
the best and worst situations, respectively, we present results
for the free energy surfaces with respect to the (�,ψ) angles
of X in ncXcc and of the second Ala in the ncAAFAcc

Figure 1. Peptide models containing (a) 2, (b) 3, and (c) 5
peptide units. In (a) X represents the side chain of one of
alanine, phenylalanine, and valine and in (b) and (c) one of X
can be alanine and the other can be one of alanine, pheny-
lalanine, and valine.
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system with its neighboring Phe in the R conformation. In
Figure 2, we show the standard deviations of the relative
free energies, computed using varying block lengths, as
functions of the relative free energies themselves at different
(�,ψ) angles. The relative free energies plotted have been
computed by treating the entire 30 ns trajectory set as a single
block. Before used for averaging and standard deviation
computing, each free energy surface computed using a
smaller block has been shifted by a constant value so that
the root-mean-square deviations from the free energy surface
computed using the entire data set were minimized. Only
the (�,ψ) regions with free energies less than 20 kJ/mol
relative to the minimum have been considered to determine
the constant shifts.

Obviously, the statistical uncertainties depend not only on
the block lengths but also on the relative free energies. And
for our purpose only the statistical uncertainties in the lower
free energy regions are of concern, as only these regions
contribute to the conformational equilibriums. When the
block length is increased from 1 to 10 ns, the standard
deviations for regions with relative free energies below 10
kJ/mol descend from a few kJ/mol to below 0.2 kJ/mol for

ncXcc and from above 10 kJ/mol to mostly below 1 kJ/mol
for ncAAFAcc.

The standard deviations shown in Figure 2 have been
computed for 10� � 10� (�,ψ) bins. To estimate relative
free energies between different conformers and the corre-
sponding statistical uncertainties, we first transform a free
energy surface into normalized probability densities, then
integrated the probability densities within each basins to
obtain the total probability Pc for conformer C and used the
expressions Gc) -RTlnPc to represent the free energy of
conformer C. The different basins have been defined as
(-180�<�<90�, 60�<Ψ<240�) for �, (-90�<�<0�,
60�<Ψ<240�) for PII, and (-180�<�<0�, -120�-
<Ψ<60�) for R. As the free energies at the boundaries
separating different basins are usually much higher than those
close to the minima, the exact choices of these boundaries
have negligible influences on the final results, except for the
� value separating � and PII, which are not well separated
minima on the dipeptide surfaces. We used the same
boundary � values for different systems for the results to be
comparable between each other. The averaged values and
standard deviations of Gc have been computed using the

Figure 2. Standard deviations of free energy surfaces determined using different block lengths. Different points on the surfaces
have been shown as functions of the free energies relative to the minimum points on the surfaces. (a)-(c) are for the ncXcc
systems with X ) Ala, Phe, and Val, respectively. (d) is for the second Ala in ncAAFAcc, with F in the R conformation.
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trajectory partitioning scheme described above. As expected,
the statistical uncertainties in Gcs are much smaller than in
the free energy surfaces.

Table 1 shows the averaged values and statistical uncer-
tainties for Gc of the second Ala in ncAAFAcc with its
neighboring Phe in different backbone conformations, com-
puted using different block lengths. As expected, the statisti-
cal uncertainties of Gc are directly correlated with the number
of sampled configurations with conformer C. At a given

block length, the largest uncertainties are associated with GRs
because of its higher values or less sampling (0.48 to 1.02
kJ/mol for a block length of 10 ns), especially with the
neighboring Phe also in the R conformation (1.02 kJ/mol).
With a block length of 10 ns, the statistical uncertainties of
other Gcs are much smaller (0.02-0.2 kJ/mol). In later
sections, we will report the standard deviations computed
using a 10 ns block length as the estimated statistical
uncertainties of the computed Gcs.

Table 1. Averaged Values and Standard Deviations of Conformational Free Energies (in kJ/mol) for the Second Ala in
ncAAFAcc with the Neighboring Phe in Different Conformations, Determined with Different Block Lengths

block length 1 ns 2 ns 5 ns 10 ns

Phe in G� 1.54 ( 0.32 1.54 ( 0.20 1.54 ( 0.15 1.53 ( 0.03
GPII 3.01 ( 0.44 2.98 ( 0.32 2.96 ( 0.17 2.96 ( 0.12
GR 6.12 ( 2.37 5.62 ( 1.34 5.45 ( 0.85 5.36 ( 0.48

Phe in PII G� 1.65 ( 0.36 1.68 ( 0.25 1.65 ( 0.18 1.67 ( 0.08
GPII 2.68 ( 0.48 2.65 ( 0.35 2.64 ( 0.13 2.63 ( 0.02
GR 6.75 ( 2.79 6.05 ( 1.89 5.74 ( 0.89 5.55 ( 0.48

Phe in R G� 1.84 ( 1.22 1.72 ( 0.62 1.70 ( 0.45 1.62 ( 0.07
GPII 3.30 ( 1.39 3.10 ( 0.85 2.90 ( 0.41 2.80 ( 0.23
GR 6.92 ( 4.38 5.92 ( 2.32 5.70 ( 1.77 5.55 ( 1.02

Figure 3. Contour maps of the (�, Ψ) free energy surfaces in different model dipeptides. The numerical labels are in kJ/mol.
(a) is for ncAcc computed using adaptive umbrella sampling. (b)-(d) are for ncXcc with X ) Ala, Phe, and Val, respectively,
computed using HREMD and the extended WHAM formulations.
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The statistical uncertainties contained in the eight 10 ns
normal MD simulations of ncAAFAcc were compared with
those in the HREMD results. As expected, samplings by
normal MD suffered from insufficient statistics because of
the rare transitions between different conformers, and estima-
tions of the relative free energies with statistical uncertainties
comparable to that obtained by the HREMD approach cannot
be obtained from 8 × 10 ns simulations. Considering the
conformation of the second Ala without differentiating
conformers of the neighboring Phe, the proportions of the R
conformer varied between 2.0% and 34% in different
simulations. For the � and PII conformers the values varied
between 34.3% and 60.9% and between 22.1% and 33.5%,
respectively. Such large variations in the computed confor-
mational probabilities themselves would not allow meaning-
ful extraction of the subtle relative effects of changes in the
side-chain identity or in the sequence/conformation contexts.

2. Effects of Side-Chain Identities. Figure 3 shows the
free energy surfaces for the model ncXcc dipeptides. Under
the given set of force field parameters, all three free energy
surfaces show similar qualitative features, with basins
centered around (-65�,-40�), (-120�,145�), and (-70�,-
145�) corresponding to the R, �, and PII conformers,
respectively. Differences associated with different side-chain
types are visible. For ncAcc, the results obtained using
adaptive umbrella sampling and using HREMD are es-
sentially the same, with the HREMD surface much smoother,
testifying to the validity of the extended WHAM formula-
tions given in the Appendix. Table 2 lists the free energies
of different conformers associated with a given residue type
X in different model peptides and at different positions. We
note that the development of the GROMOS 53A6 force field
parameters has so far mainly focused on the nonbonded
interaction parameters which have been optimized to repro-
duce condensed phase thermodynamics data of pure and
mixtures of small molecules in the liquid phase, and bonded
interactions, especially the torsional angle terms associated
with peptide backbone conformations have not been changed
with respect to the older version. The main purpose of the
current study is to look at how various factors such as side-
chain identities as well as identities and conformations of

neighboring residues would affect the conformational equi-
libriums. Such effects can be reflected by how the free energy
differences between different conformers (∆Gcs such as GR-
G� and GPII-G�) changes across different systems. Unlike
the differences themselves, these changes do not depend on
the analytical torsional angles terms in the force field.

Table 2 shows that although the effects of side-chain
identities on the ∆Gc values (below 1.2 kJ/mol) are quite
small, many of them are still significantly larger than the
corresponding statistical uncertainties (mostly 0.01-0.2 kJ/
mol) and indicate definite and consistent effects of changing
side-chain identities. In ncXcc, both Phe and Val have GR-
G� values larger (by ca. 0.8 kJ/mol) than Ala. Interestingly,
the GPII-G� values for Phe are significantly larger (by ca.
1.1 kJ/mol) than for Val and Ala, indicating that Phe does
not prefer PII, at least in such small peptides. The effects of
side-chain identities are consistently reproduced in longer
peptides if we compare the GR-G� and GPII-G� values
between Ala, Phe, and Val at the same position in a peptide
of the same length (see Table 2).

It is also interesting to compare the ∆Gcs of the same
residue type at different positions and in different peptide
systems. For the second and third Ala in the pentapeptide
model ncAAAAcc, the GR-G� values are ca. 3.2 kJ/mol, more
than 1 kJ/mol lower than the corresponding differences in
the shorter peptides ncAcc and ncAAcc. For Phe and Val,
going from the shorter to the longer peptides does not result
in such large changes in GR-G�. These combined produced
much larger increases in GR-G� upon changing the central
residues from Ala to Phe or Val in the model pentapeptides
than in the shorter peptides. Effects of changing peptide
length on GPII-G� are smaller.

In summary, our HREMD simulations show that Phe and
Val prefer � over R relative to Ala. In addition, Phe does
not prefer the PII conformation relative to � as compared
with either Val or Ala. For Ala, the preference for R relative
to � increases significantly when the peptide is extended into
pentapeptides. For Phe and Val, such peptide length depend-
ences are not strong.

3. N-Terminal Side Neighbor Effects. Tables 3 and 4
list the free energies Gc of different conformers of the second

Table 2. Free Energies of Different Conformers and Their Differences (in kJ/mol), To Display the Effects of Varying the
Side-Chain Identity between Ala, Phe, and Val in Different Model Peptidesa

peptides G� GPII GR GPII-G� GR-G�

ncA*cc 1.40 ( 0.01 2.95 ( 0.02 5.74 ( 0.08 1.56 ( 0.02 4.34 ( 0.09
ncF*cc 1.00 ( 0.01 3.70 ( 0.08 6.11 ( 0.20 2.71 ( 0.09 5.12 ( 0.19
ncV*cc 1.27 ( 0.01 2.84 ( 0.01 6.47 ( 0.10 1.57 ( 0.01 5.20 ( 0.11
ncA*Acc 1.57 ( 0.02 2.68 ( 0.02 5.70 ( 0.10 1.11 ( 0.03 4.13 ( 0.11
ncF*Acc 1.14 ( 0.03 3.05 ( 0.04 7.10 ( 0.41 1.91 ( 0.05 5.96 ( 0.43
ncV*Acc 1.40 ( 0.06 2.56 ( 0.02 6.77 ( 0.40 1.16 ( 0.08 5.37 ( 0.46
ncAA*cc 1.46 ( 0.01 2.83 ( 0.06 5.78 ( 0.21 1.38 ( 0.05 4.32 ( 0.22
ncAF*cc 0.90 ( 0.03 4.30 ( 0.08 5.56 ( 0.03 3.41 ( 0.10 4.66 ( 0.05
ncAV*cc 1.24 ( 0.05 2.96 ( 0.04 6.29 ( 0.46 1.71 ( 0.06 5.05 ( 0.51
ncAA*AAcc 1.75 ( 0.06 2.67 ( 0.07 5.01 ( 0.07 0.92 ( 0.13 3.26 ( 0.09
ncAF*AAcc 1.16 ( 0.11 3.42 ( 0.15 5.92 ( 0.90 2.26 ( 0.10 4.76 ( 1.00
ncAV*AAcc 1.46 ( 0.06 2.77 ( 0.14 5.71 ( 0.72 1.31 ( 0.11 4.25 ( 0.77
ncAAA*Acc 1.69 ( 0.08 2.82 ( 0.02 4.94 ( 0.21 1.12 ( 0.09 3.25 ( 0.29
ncAAF*Acc 1.00 ( 0.03 3.52 ( 0.02 6.43 ( 0.20 2.51 ( 0.02 5.43 ( 0.23
ncAAV*Acc 1.27 ( 0.01 2.83 ( 0.01 6.59 ( 0.18 1.57 ( 0.02 5.32 ( 0.18

a The residues for which the free energies of their backbone conformations are shown have been marked with the superscript *.
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Ala in the ncXAcc and the third Ala in the ncAXAAcc
systems. Results for X in different conformations have been
listed separately.

Interestingly, the conformations of X have much larger
and better-defined effects on the conformational equilibrium
of its next Ala than the identity of X. Compared with X in
the � conformation, X in the R conformation results in
stabilization of � of the next Ala relative to R by 0.6-0.7
kJ/mol when X is Ala, and 1.2-1.8 kJ/mol when X is Phe
or Val, and relative to PII by 0.5-0.7 kJ/mol when X is Ala
or Phe and 1.1-1.3 kJ/mol when X is Val. Also compared
with X in the � conformation, X in PII conformation does
not result in much change in the conformational equilibrium
of the next Ala, with the computed ∆Gcs less than 0.4 kJ/
mol of varying signs.

The effects of the identity of X are less certain, and the
computed changes are dependent on both the lengths of
the model peptides and the conformations of X. Although
the data show the trend that changing X in the R conforma-
tion from Ala to Phe or Val would further stabilize the �
and PII conformers relative to the R conformer of the next
Ala, the computed differences are small, and some of them
suffer from large statistical uncertainties.

4. C-Terminal Side Neighbor Effects. Tables 5 and 6
list the free energies Gc of different conformers of the first
Ala in the ncAXcc and the second Ala in the ncAAXAcc
systems.

Unlike the N-terminal side neighbor effects, the chemical
identity of X as the C-terminal neighbor produced consistent
effects on the conformational equilibrium on its previous Ala.
The GR-G� values for Ala with Phe or Val as its next residue
in either R or � conformation are consistently larger than
with Ala as its next residue, mostly by 0.5-1.0 kJ/mol except
for ncAVcc. X in the PII conformation does not have much
identity-specific effects on the R-� equilibrium of its previous
Ala. Another consistent observation is that Val can signifi-
cantly stabilize the PII conformer of its previous Ala as
compared with Ala or Phe, reducing GPII-G� values from
0.8 to 1.5 kJ/mol to 0.0 to 0.3 kJ/mol.

As compared with the conformation effects of the N-
terminal side neighbors, the conformation effects of X on
its previous Ala are less obvious and less consistent across
different residue types and peptide lengths. There seems to
be the trend that X in either PII or R would slightly stabilize
the � and PII conformers relative to R of the previous Ala.

Table 3. Effects of Chemical Identity and Conformation (Noted by Subscripts) of the N-Terminal Side Neighbor on
Conformational Equilibriums of the Second Ala (Marked with the Superscript *) in ncXAcc Systemsa

peptides G� GPII GR GPII-G� GR-G�

ncA�A*cc 1.49 ( 0.02 2.77 ( 0.05 5.76 ( 0.24 1.28 ( 0.04 4.27 ( 0.26
ncAPIIA*cc 1.42 ( 0.02 2.88 ( 0.09 5.80 ( 0.16 1.46 ( 0.10 4.38 ( 0.16
ncARA*cc 1.26 ( 0.04 3.05 ( 0.11 6.16 ( 0.23 1.80 ( 0.14 4.90 ( 0.23
ncF�A*cc 1.49 ( 0.03 3.08 ( 0.09 4.88 ( 0.20 1.60 ( 0.12 3.39 ( 0.19
ncFPIIA*cc 1.43 ( 0.02 3.28 ( 0.07 4.66 ( 0.11 1.84 ( 0.09 3.22 ( 0.08
ncFRA*cc 1.14 ( 0.04 3.19 ( 0.04 6.77 ( 0.34 2.05 ( 0.04 5.63 ( 0.39
ncV�A*cc 1.69 ( 0.04 2.49 ( 0.04 5.61 ( 0.15 0.80 ( 0.08 3.92 ( 0.19
ncVPIIA*cc 1.63 ( 0.02 2.52 ( 0.01 5.74 ( 0.17 0.89 ( 0.01 4.12 ( 0.18
ncVRA*cc 1.17 ( 0.05 3.08 ( 0.07 6.66 ( 0.20 1.91 ( 0.11 5.49 ( 0.25

a Free energies and differences in kJ/mol are given.

Table 4. As in Table 3 but for the ncAXAAcc Systems

peptides G� GPII GR GPII-G� GR-G�

ncAA�A*Acc 1.76 ( 0.11 2.72 ( 0.04 4.89 ( 0.26 0.95 ( 0.13 3.13 ( 0.36
ncAAPIIA*Acc 1.74 ( 0.09 2.83 ( 0.06 4.84 ( 0.33 1.08 ( 0.02 3.10 ( 0.42
ncAARA*Acc 1.37 ( 0.04 3.08 ( 0.12 5.27 ( 0.34 1.71 ( 0.12 3.90 ( 0.37
ncAF�A*Acc 1.69 ( 0.13 2.75 ( 0.09 4.85 ( 0.26 1.06 ( 0.22 3.15 ( 0.38
ncAFPIIA*Acc 1.55 ( 0.05 2.98 ( 0.07 4.95 ( 0.24 1.44 ( 0.06 3.40 ( 0.27
ncAFRA*Acc 1.28 ( 0.14 3.12 ( 0.04 6.20 ( 1.27 1.84 ( 0.10 4.92 ( 1.41
ncAV�A*Acc 1.97 ( 0.05 2.53 ( 0.09 4.60 ( 0.17 0.56 ( 0.14 2.63 ( 0.18
ncAVPIIA*Acc 1.96 ( 0.04 2.53 ( 0.12 4.81 ( 0.34 0.57 ( 0.13 2.84 ( 0.36
ncAVRA*Acc 1.30 ( 0.15 3.21 ( 0.23 5.50 ( 0.33 1.91 ( 0.36 4.20 ( 0.46

Table 5. Effects of Chemical Identity and Conformation (Noted by Subscripts) of the C-Terminal Side Neighbor on
Conformational Equilibriums of the First Ala (Marked with the Superscript *) in ncAXcc Systemsa

Peptides G� GPII GR GPII-G� GR-G�

ncA*A�cc 1.61 ( 0.03 2.66 ( 0.03 5.58 ( 0.08 1.05 ( 0.06 3.97 ( 0.11
ncA*APIIcc 1.48 ( 0.02 2.70 ( 0.03 6.07 ( 0.18 1.22 ( 0.04 4.59 ( 0.20
ncA*ARcc 1.57 ( 0.06 2.60 ( 0.06 5.96 ( 0.22 1.03 ( 0.11 4.39 ( 0.26
ncA*F�cc 1.37 ( 0.02 2.96 ( 0.09 5.98 ( 0.33 1.58 ( 0.09 4.61 ( 0.34
ncA*FPIIcc 1.58 ( 0.06 2.59 ( 0.05 5.99 ( 0.15 1.00 ( 0.11 4.40 ( 0.20
ncA*FRcc 1.36 ( 0.06 2.75 ( 0.03 6.68 ( 0.42 1.39 ( 0.08 5.33 ( 0.48
ncA*V�cc 1.98 ( 0.03 2.09 ( 0.05 6.11 ( 0.27 0.11 ( 0.05 4.13 ( 0.28
ncA*VPIIcc 1.85 ( 0.04 2.14 ( 0.03 6.51 ( 0.24 0.29 ( 0.07 4.66 ( 0.25
ncA*VRcc 1.91 ( 0.11 2.00 ( 0.02 6.87 ( 0.64 0.09 ( 0.12 4.97 ( 0.75

a Free energies and differences in kJ/mol are given.
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5. Correlations with Experiments and Database Statis-
tics. The effects of side-chain identity on conformation
preferences in short peptides and in coil libraries have been
well documented. The increased � propensity of Phe and
Val with respect to R and PII relative to Ala are consistent
with experimental studies and database statistics such as refs
3, 12, and 18. The decreased PII preferences of Phe indicated
by our simulations are not displayed in reported statistical
analyses of databases (for example, ref 12). It is difficult to
verify this particular result with reported experimental data
because of the dominance of the � conformer for Phe in short
peptides3 and also because the NMR J-coupling constant
cannot differentiate between the PII and R conformers.
Whether this would indicate limitations of the force field or
of the statistical analyses may deserve further investigations.

The neighbor effects from our HREMD analysis may not
only be correlated with previous experimental and statistical
results but also lead to additional insights into them. For the
identity changing of the N-terminal neighbor between Ala,
Phe, and Val, our HREMD results indicated that conforma-
tion-specific neighbor effects dominate. The N-terminal
neighbor in R significantly stabilize the � conformer of the
next Ala. We found this in excellent agreement with the
statistics presented as Figure 6 in ref 12, which showed
separately the (�, Ψ) distributions of Ala following residues
of different types and in different conformations in a
restricted coil library. We found that as the C-terminal side
neighbor, Val may significantly stabilize the PII conformer
of its previous Ala. We also found this in consistence with
Figure 7b of ref 12, which showed clearly that Ala right
before residues with �-branched side chains in a restricted
coil library have higher fractions in the PII conformations
than those before residues with aromatic or alanine-like side
chains. It is interesting to note that for this particular result,
both our HREMD simulations and the database analyses
showed very low uncertainties.

However, there are also some effects implicated by our
results but not displayed in the coil library analyses and vice
versa. Our simulations indicated that relative to Ala as the
C-terminal neighbor, Val or Phe as the C-terminal neighbor
in the R or � conformation would stabilize the � conformer
with respect to R of its previous Ala, but this was not
indicated by Figure 7b of ref 12. On the other hand this same
figure showed that alanine residues with an aromatic side
C-terminal neighbor would have quite different conformation
preferences with the aromatic residue in different conforma-
tions, especially that when the aromatic residue is in the PII
conformation, the fraction of the R conformers of the Ala

drops significantly. While our results did implicate some
stabilization effects of the PII conformer of Ala with the
next Phe in PII, the GR-G� of the Ala was essentially
unchanged compared with the case with Phe in the �
conformation. It is yet difficult to judge whether these
differences should be attributed to the limitations of either
analyses (for examples, crude classifications of residues by
their chemical identities and insufficient amount of data in
the statistical analyses or inaccuracies of the force field) or
to different environmental contexts of the model peptides
and the coil library.

Conclusions

We have presented a Hamiltonian replica exchange approach
and applied it to investigate the conformational equilibriums
of short peptides. A general form for constructing biasing
potentials of varying strengths in different replicas has been
employed. For peptide systems, the biasing potentials are
based on a reference free energy surface of model alanine
dipeptide and applied to all backbone (�,Ψ) pairs to
overcome major sampling barriers. Free energy surfaces
using one of the biased pairs as the reaction coordinates can
be constructed using conformations sampled in all replicas,
including the biased ones, using an extension of the WHAM
formulations. This HREMD approach can significantly
reduce the statistical uncertainties in computed conforma-
tional free energies, thus allowing the subtle but important
effects of factors such as side-chain identities and conforma-
tions of neighboring residues to be quantified using explicit
solvent simulations.

Using the GROMOS 53A6 force field, we apply this
HREMD approach to investigate the effects of these factors
in model peptides containing two to five peptide units. In
this work, we have considered Ala, Phe, and Val as simplest
representatives of non �-branched, aromatic, and �-branched
side chains, respectively. As for side-chain identity effects,
our results consistently showed an increased preference of
� by Phe and Val relative to Ala, in agreement with other
analyses. Our results not only indicate that neighbor effects
can be as large as effects of the side-chain identity but also
lead to additional insights into such effects. For N-terminal
neighbors, the effects of their conformations seem to be larger
than those of their chemical identities. Any of Ala, Phe, and
Val as the N-terminal neighbor of an Ala significantly
stabilizes the � conformer of the Ala when the neighbor is
in the R conformation. In the case of C-terminal neighbors,
their chemical identities seem to play more important roles

Table 6. As Table 55, but for the ncAAXAcc Systems

peptides G� GPII GR GPII-G� GR-G�

ncAA*A�Acc 1.82 ( 0.08 2.68 ( 0.09 4.71 ( 0.04 0.86 ( 0.17 2.89 ( 0.10
ncAA*APIIAcc 1.65 ( 0.07 2.65 ( 0.08 5.33 ( 0.07 1.01 ( 0.15 3.68 ( 0.14
ncAA*ARAcc 1.76 ( 0.03 2.56 ( 0.18 5.35 ( 0.57 0.80 ( 0.17 3.59 ( 0.59
ncAA*F�Acc 1.53 ( 0.02 2.96 ( 0.12 5.36 ( 0.48 1.44 ( 0.10 3.84 ( 0.50
ncAA*FPIIAcc 1.67 ( 0.08 2.63 ( 0.02 5.55 ( 0.48 0.96 ( 0.06 3.88 ( 0.56
ncAA*FRAcc 1.62 ( 0.07 2.80 ( 0.23 5.55 ( 1.02 1.19 ( 0.19 3.93 ( 1.09
ncAA*V�Acc 2.07 ( 0.08 2.19 ( 0.01 5.84 ( 0.22 0.12 ( 0.09 3.76 ( 0.30
ncAA*VPIIAcc 2.14 ( 0.17 2.11 ( 0.03 5.80 ( 0.58 -0.04 ( 0.15 3.65 ( 0.75
ncAA*VRAcc 2.15 ( 0.15 1.93 ( 0.16 6.71 ( 0.08 -0.22 ( 0.31 4.56 ( 0.11
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in modifying the conformational preferences of its previous
Ala. We found that Val may significantly increase the PII
propensity of its previous Ala. Beside these results which
are in accordance with reported statistics of protein coil
structure libraries, our simulations also indicated that the PII
conformer of Phe is less preferred compared with Ala and
Val and that Phe and Val as the C-terminal neighbor in either
R or � conformation would stabilize the � conformer of its
previous Ala.

Previous simulations have shown that different force fields
did not produce consistent results for backbone conforma-
tional equilibriums of the same system. One important reason
for these is that the analytical backbone torsional angle terms,
a major determinant of the backbone conformational equi-
libriums, have been determined using different reference data
in different force fields. We have focused not on the free
energy differences between different conformers themselves
but on the changes in these free energy differences associated
with the changes of side-chain identity of the same residue
and of side-chain identity and backbone conformation of
neighboring residues. These changes do not depend on the
analytical backbone torsional angle terms but mainly result
from complicated changes in intra- and intermolecular
nonbonded interactions. Parameters for such interactions in
different biomolecular force fields have been shown to
reproduce a more convergent set of reference data (for
example, free energies of transfer between different solvents).
The HREMD approach is essential for meaningful analyses
of these small changes because of sufficiently lowered
statistical uncertainties in the computed conformational free
energies. Given the reasonable agreements between the
current simulations and other analyses, we expect that
accurate computations of conformational free energies using
explicit solvent simulations can help not only to delineate
the relationships between local sequences and conformations
but also to identify their physical origins through future well-
designed computer experiments. From a computational
chemistry point of view, such simulations may also be
employed to test and refine a given force field model, to
compare different models, and to investigate when and how
the inclusion of higher order effects (for example, polariza-
tion) in force fields would be important for the description
of conformational equilibriums.
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Appendix

In this Appendix we present the WHAM equations38,46 for
the estimation of a probability density for a reaction
coordinate using HREMD. In different replicas biasing
potentials have been applied to DOFs other than the reaction
coordinate. We can first consider the unbiased probability
density for a certain (�t,ψt) pair from a single simulated
replica j

Punbiased(φt, ψt))Punbiased(Q))
Zbiased

j

Zunbiased
Pbiased

j (Q)Λj,Q

(A1)

with

Λj,Q ) < exp(�Vbias
j )>biased,j,Q (A2)

Here Q refers to the reaction coordinate (�t,ψt), Punbiased(Q)
is the unbiased probability density, Pbiasedj(Q) is the
probability density of replica j with biasing potential Vbias

j ,
and <...> biased,j,Q refers to average over members of
subensemble j with (�t,ψt) at Q. Zbiasedjand Zunbiased are the
configurational partition functions of the biased and original
system, respectively

Zunbiased )∫ exp(-�Vsystem)dΩ (A3)

and

Zbiased
j )∫ exp[-�(Vsystem +Vbias

j )]dΩ (A4)

The Punbiased(Q) can be estimated using each of the
individual replicas based on eq A1. We denote an estimation
using replica j as P̃unbiasedj. Here we use X̃ to represent
estimation for X from the REMD samples. The estimation
considering all nr replicas is the weighted summation of
individual estimations

P̃unbiased(Q))∑
j)1

nr

wj(Q)P̃unbiased
j (Q) (A5)

The weighting factors wj(Q) should be chosen to minimize
the statistical uncertainty in P̃unbiased(Q) subject to a normal-
ization constraint.38,46 If we assume that the uncertainties in
P̃biased

j(Q)and in Λ̃j,Q contribute independently to the uncer-
tainties in P̃unbiased

j(Q), we have the following squared
standard error

<P̃unbiased(Q)2 >- < P̃unbiased(Q)>2 )∑
j

wj(Q)2( Zbiased
j

Zunbiased
)2

×

{<(P̃biased
j (Q)Λ̃j,Q)2 >- < P̃biased

j (Q)Λ̃j,Q>2}

≈ ∑
j

wj(Q)2( Zbiased
j

Zunbiased
)2

[Λj,Q
2δ2P̃biased

j (Q)+Pbiased
j (Q)2δ2Λ̃j,Q]

(A6)

As in standard WHAM the uncertainties in P̃biased
j(Q) is

given by38,46

δ2P̃biased
j (Q)) δ2H̃ j(Q)

∆Q2Mj2
)

<Hj(Q)>biased,j

∆Q2Mj2
)

Pbiased
j (Q)

Mj∆Q
(A7)

Here Hj(Q)is the number of independent conformations
sampled with reaction coordinate Q in replica j, Mj is the
total number of independent conformations sampled in
replica j, and ∆Q is the bin size of the reaction coordinates.

We assume that the uncertainties in Λ̃j,Q is proportional
to Λ̃j,Q, the fluctuations in exp (�Vbias

j ), and inversely the
square root of number of independent samples for the
averaging,
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δ2Λ̃j,Q ) δ2 < exp(�Vbias
j )>j,Q

)Λ2
j,Qδ2 < exp(�Vbias

j - lnΛj,Q)>j,Q

≈ Λj,Q
2

δΛj,Q

2

<Hj(Q)>

)Λj,Q
2

δΛj,Q

2

Pbiased
j (Q)Mj∆Q

(A8)

with

δΛj,Q

2 ) < [exp(�Vbias
j - lnΛj,Q)]2>biased,j,Q - < [exp(�Vbias

j -

lnΛj,Q)]>biased,j,Q2 (A9)

then the overall uncertainty is approximately

<P̃(Q)2 >- < P̃(Q)>2 ≈ ∑
j

wj(Q)2( Zbiased
j

Zunbiased
)2

×

[Λj,Q
2
Pbiased

j (Q)

Mj∆Q
+Pbiased

j (Q)2Λj,Q
2

δΛj,Q

2
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Minimizing the above uncertainty with respect to wj(Q) under
the constraint ∑jwj(Q) ) 1 results in

wj(Q)) λ 1
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Λj,Q(1+ δΛj,Q

2)
(A11)

with λ determined by the normalization constraint
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Combining eqs A1, A5, A11, and A12 gives

P̃unbiased(Q))

∑
j

1

Zbiased
j

Mj

Λ̃j,Q(1+ δ̃Λj,Q

2)

∑
k

1

Zbiased
k

Mk

Λ̃k,Q(1+ δ̃Λk,Q

2)

Zbiased
j

Zunbiased

H̃j(Q)

Mj∆Q
Λ̃j,Q

) 1
∆Q

∑
j

H̃j(Q)

(1+ δ̃Λj,Q

2)

∑
k

Zunbiased

Zbiased
k

Mk

Λ̃k,Q(1+ δ̃Λk,Q

2)
(A13)

Applying the normalization condition
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to all the biased probability densities produces the following
set of self-consistent equations which can be solved itera-
tively to obtain Zunbiased/Zbiased

k .
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Abstract: The PAZ domain plays a key role in gene silencing pathway. The PAZ domain binds
with siRNAs to form the multimeric RNA-induced silencing complex (RISC). RISC identifies
mRNAs homologous to the siRNAs and promotes their degradation. It was found that binding
with siRNA significantly enhances apo-PAZ folding. However, the mechanism by which folding
is coupled to binding is poorly understood. Thus, the coupling relationship between binding and
folding is very important for understanding the function of gene silencing. We have performed
molecular dynamics (MD) of both bound and apo-PAZ to study the coupling mechanism between
binding and folding in the siRNA-PAZ complex. Room-temperature MD simulations suggest
that both PAZ and siRNA become more rigid and stable upon siRNA binding. Kinetic analysis
of high-temperature MD simulations shows that both bound and apo-PAZ unfold via a two-state
process. The unfolding pathways are different between bound and apo-PAZ: the order of helix
III and helices I & II unfolding is switched. Furthermore, transition probability was used to
determine the transition state ensemble for both bound and apo-PAZ. It was found that the
transition state of bound PAZ is more compact than that of apo-PAZ. The predicted Φ-values
suggest that the Φ-values of helix III and sheets of �3-�7 for bound PAZ are more native-like
than those of apo-PAZ upon the binding of siRNA. The results can help us to understand the
mechanism of gene silencing.

Introduction

Short RNAs mediate gene silencing, a process associated
with virus resistance, developmental control, and hetero-
chromatin formation in eukaryotes.1–6 At first, the RNase
III-like enzyme Dicer cleaves dsRNA into 21-23-nucleotide
small interfering RNAs (siRNAs).7–10 Then, siRNAs bind
with the PAZ domain to form the multimeric RNA-induced
silencing complex (RISC).11–13 Finally, RISC identifies
mRNAs homologous to the siRNAs and promotes their
degradation.7,14 Therefore, the PAZ domain from the Argo-
naute 2 protein is a critical component of the gene silencing
pathway.8,9,15,16 Because of its importance in gene silencing,
the PAZ-siRNA complex is a possible target to study gene
silencing.

The crystal structure siRNA-PAZ complex was reported
in 2004 (pdb code: 1SI2).17 The complex has three R-helices
and eight �̂ strands. The PAZ domain consists of helix I
from 228 to 237, helix II from 249 to 261, and helix III
from 306 to 313. The PAZ domain in the complex adopts a
heart-shaped globular topology, with a twisted �-barrel
consisting of six �-strands (�1-�3, �6-�8), capped by two
amino-terminal R-helices (H I and H II) on one side and
connected to an R� module (�4-�5-HIII) on the other side.
The RNA is bound in the cleft between the �-sheet surface
(�2, �5) and the �3, �4, H3 module of the PAZ domain
(shown in Figure 1).

The NMR experiment indicates that the PAZ domain
residues undergo chemical shift changes upon RNA bind-
ing.18 The pocket of the PAZ domain elongates and consists
of helix HIII and strand �4 along one face and strand �7
and loop �2-�3 along the opposite face. This suggests that
siRNA binding induces significant conformational change
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in the PAZ domain. These experimental observations raise
a series of interesting questions. Some of those questions
are as follows: (i) How does the folded state of PAZ change
upon siRNA binding? (ii) What is the difference in the
folding pathway between bound and apo-PAZ? (iii) If the
binding of siRNA influences the unfolded state of PAZ? To
shed light on these questions, we utilize molecular dynamics
(MD) simulations in explicit solvent to analyze the coupling
between binding and folding19,20 in the siRNA-PAZ complex.

However, MD simulations are currently restricted to time
scales of less than 1 µs, which is much shorter than folding

and unfolding half-times of most proteins (at least 1 ms).21,22

As we known, the rate of unfolding increases at high
temperature, so most proteins unfold in the ns time scale at
498 K.21 Therefore, simulations of protein unfolding at high

Figure 1. Ribbon representation of crystal structure of PAZ-
siRNA (pdb code: 1SI2).17 The locations of main secondary
structures are indicated.

Figure 2. CR and Ψ/Φ variations at the folded state for bound
and apo-PAZ, respectively.

Figure 3. Hydrophobic contacts and hydrogen bonds be-
tween siRNA and PAZ. A: hydrophobic contacts and B:
hydrogen bonds.

Figure 4. Kinetics fitting for bound and apo-PAZ.

Table 1. Unfolding Kinetics Constantsa

τ (ns) A B R2

bound PAZ Qb 0.77 0.31 0.046 0.83
Qf 5.26 0.15 0.61 0.91
H (I & II) 9.70 0.28 0.51 0.72
H (III) 12.93 0.094 0.84 0.70

Apo PAZ Qf 2.09 0.11 0.65 0.89
H (I & II) 8.74 0.34 0.44 0.72
H (III) 6.97 0.35 0.63 0.67

a All curves are fitted by A exp(-t/τ) + B.

Figure 5. The unfolding kinetics of two group helices.

Figure 6. Unfolding landscapes with respect to Qb and Qf
for bound PAZ.
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temperature have been widely used23–34 to study protein
folding within a reasonable time. Furthermore, experiment
and simulation confirm that the transition state for folding
and unfolding is expected to be the same from the principle
of microscopic reversibility.21,35 Consequently, unfolding
simulations at high temperature have been used in the current
study.

In the following, we will discuss the folded states,
unfolding kinetics, unfolding landscapes, transition states,
prediction of Φ-values, unfolded states, and possible folding
pathway for both bound and apo-PAZ to understand the
influence of siRNA binding in the folding of PAZ.

Materials and Method

Room-Temperature and High-Temperature Molecu-
lar Dynamics Simulations. The atomic coordinates of the
PAZ-siRNA complex were obtained from the crystal struc-
ture (pdb code: 1SI2).17 Hydrogen atoms were added using
the LEAP module of AMBER8.36 Counterions were used
to maintain system neutrality. All systems were solvated in
a truncated octahedron box of TIP3P37 waters with a buffer
of 8 Å. The dimensions of the water box were 61.4 × 61.4
× 61.4 Å for bound PAZ. Particle Mesh Ewald (PME)38

was employed to treat long-range electrostatic interactions
with the default setting in AMBER8.36 The parm99 force
field was used for intramolecular interactions.39,40 The
SHAKE algorithm41 was used to constrain bonds involving
hydrogen atoms. 1000-step steepest descent minimization
was performed to relieve any structural clash in the solvated
systems. This was followed by heating up and brief
equilibration for 20 ps in the NVT ensemble at 293 K with
SANDER of AMBER8. Langevin dynamics with a time step
of 2 fs was used in the heating and equilibration runs with
a friction constant of 1 ps-1.

To study the folded state of each solvated system, ten
independent trajectories of 10.0 ns each in the NPT en-
semble42 at 293 K were then simulated with PMEMD of
AMBER8. Here molecular dynamics with a time step of 2
fs was used for all production dynamics runs. To study

unfolding pathways of each solvated system, ten independent
unfolding trajectories of 20 ns each were performed in the
NVT ensemble at 498 K but with the water density at 293
K (i.e., all high-temperature simulations were started from
the end of the 10 ns 293 K trajectories). A total of 800 ns
trajectories were collected for three solvated systems (bound
PAZ, apo-PAZ, and siRNA) at both 293 K and 498 K,
respectively, taking about 38,290 CPU hours on the in-house
Xeon (1.86 GHz) cluster.

Native contacts for the bound and apo-PAZ were moni-
tored to detect the beginning of unfolded state simulations.
It was found that 8 ns at 498 K were needed to reach the
equilibrium stage for both bound and apo-PAZ, so that the
first 8 ns (a total of 80 ns for each system) were used to
study unfolding kinetics and the remaining 12 ns (a total of
120 ns for each system) were used for equilibrium simula-
tions at an unfolded state for each system. The siRNA is far
less stable; it was found that only 3 ns at 498 K was enough
to reach the unfolded state, so that the first 3 ns (a total of
30 ns) were used to study unfolding kinetics and the
remaining 7 ns (a total of 70 ns) were used to study the
unfolded equilibrium state.

Transition State Simulations. According to the definition
of transition state (TS), 40 test MD runs for each candidate
snapshot were performed to calculate the transition prob-
ability (P).43–45 All test simulations have the same initial
conformation for protein and solvent atoms but differing
initial velocities. Because transition state structures agree with
experiment under varying simulation temperatures,46 TS
simulations were done at 498 K in order to accelerate a
simulated folding/unfolding rate. Each test trajectory is
terminated when a conformation reaches the folded or
unfolded state, as determined by CR-rmsd. The CR-rmsd vs
simulation time at room and high temperature are shown in
Figure 1s (Supporting Information). The results suggest that
the folded state defines as the CR-rmsd within 3.0 Å from
the average structure at a folded state at 293 K. Up to 1 ns
simulation at 498 K was found to be sufficient for each test
trajectory, i.e. P values for tested snapshots were no longer
changing when longer trajectories were run.

Free Energy Landscape Analysis. The unfolding land-
scapes were determined by calculating normalized probability
from a histogram analysis.43 Here we used a fraction of
native tertiary contacts Qf and a fraction of native binding
contacts Qb to map the unfolding landscape.

Data Analysis. Tertiary contact assignment was handled
with in-house software. Two nonadjacent residues are in
contact when their CR atoms are closer than 6.5 Å.
Secondary structure assignment was performed by using the
DSSP program.47 All rmsd and distance calculations were
performed with PTRAJ in AMBER8.36 The unfolding
kinetics was fitted in Origin 7.0. Representative structures
at unfolding half-times were used to construct unfolding
pathways. Each representative structure is the closest snap-
shot to the average of all chosen snapshots at a given half-
time (within ( its standard deviation).

Φ-values were computed with a strategy similar to those
used in other studies23,44,48

Figure 7. A representative transition probability P calculated
at 498 K for the F S U transition for snapshot in the transition
region for one of trajectories for bound and apo-PAZ, respec-
tively. The red line is the fit to P ) 1/{1 + exp[(τ - τTS)/τtrans]}.
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where Ni
TS is the number of native contacts of residue i at

transition state, and Ni
F and Ni

U are the number of native
contacts of residue i at folded and unfolded states, respec-
tively. As defined by Calfisch and co-workers, native contacts
were counted when the side chain heavy atoms of two
nonadjacent residues are closer than 6.5 Å.44

Conformational clustering of bound and apo-PAZ at 293
K and 498 K was performed by using the MMTSB
program.49

Results

Folded State. As a reference for the unfolding simulations,
10 trajectories of 10.0 ns each were simulated at 293 K to
analyze the folded state of apo-PAZ, apo-siRNA, and their
complex, respectively. To study the influence of siRNA
binding on the stability of the folded PAZ, CR and Φ/ψ
variations for bound and apo-PAZ are illustrated in Figure
2. The CR variation of bound PAZ is smaller than that of
apo-PAZ, especially in the domain of the siRNA binding
site. This suggests that bound PAZ become less flexible and
more stable upon siRNA binding, consistent with experi-
ment.17 The Φ/ψ variation of bound PAZ is also smaller
than that of apo-PAZ at the siRNA binding region, suggesting
that the secondary structure stabilities have visible change
upon siRNA binding.

To study the drive force for binding induced stable change
in the folded state, the hydrophobic and hydrogen-bonding
interactions between siRNA and PAZ were analyzed. All
possible hydrophobic contacts and hydrogen bonds between
siRNA and PAZ in the crystal structure were identified with
Ligplot,50 shown in Figure 2s (Supporting Information). The
populations of six hydrophobic contacts in the simulation
of ten trajectories are shown in Figure 3A. Five stable
hydrophobic interactions can be found: F292/U9, T335/U9,
Y309/U9, L337/U9, and T335/C8, with populations higher
than 50%. Another one is rather unstable. Besides hydro-
phobic interactions, eleven possible hydrogen bonds were
also identified with Ligplot.50 Their populations in simulation
are shown in Figure 3B. The results suggest that there are
seven stable hydrogen bonds with a population higher than
50%. The other four hydrogen bonds are very weak. These
strong hydrogen bonds between residues K264, H269, R275,
R278, and Y314 and the WatsonsCrick edges of the guanine
and uracil bases (U9, U7, G4, and U3) and hydrophobic
interactions are responsible for the stability in the PAZ
domain.17 This is consistent with the structural analysis by
Ma et al.17 These hydrophobic and hydrogen-bonding
interactions play a key role in stabilizing the siRNA-protein
interface. In summary, siRNA binding introduced more
hydrophobic contacts and hydrogen bonds at the interface
which are responsible for the higher stability in siRNA and
PAZ.

Unfolding Kinetics. To investigate unfolding kinetics of
bound and apo-PAZ, native tertiary contacts (Qf) and native
binding contacts (Qb) are used to monitor unfolding and

unbinding kinetics. The time scale of Qb and Qf for bound
PAZ unfolding is illustrated in Figure 4. Apparently, the
tertiary unfolding and unbinding kinetics can be represented
well by single exponential functions, indicating that they are
first order kinetics in the NVT ensemble at 498 K but with
the room-temperature water density. The fitted kinetics data
are listed in Table 1. Analysis shows that the unbinding half-
time is 0.77 ns, and the unfolding half-time is 5.26 ns,
suggesting that unbinding is faster than tertiary unfolding.
The time evolution of Qf for apo-PAZ is also shown in
Figure 4. It is found that tertiary unfolding of apo-PAZ also
obeys first order kinetics, with a half-time of 2.09 ns, which
is obviously faster than tertiary unfolding of bound PAZ.
This suggests that the binding of siRNA significant postpones
the tertiary unfolding of PAZ. This is consistent with the
experimental observation.17

The unfolding kinetics of all three helices is also analyzed.
The three helices can be grouped into two categories: helices
(I & II) and helix III according to the position relative to
siRNA in complex. Helix III is located at the binding pocket
of siRNA and helices I and II are apart from siRNA. Time
evolution curves are shown in Figure 5 for two groups of
helixes in both bound and apo-PAZ, respectively. Our
analysis shows that helical unfolding also obeys first order
kinetics under the high-temperature simulation condition.
THe unfolding half-time is 6.97 ns for helix III and 8.74 ns
for helices (I and II), respectively, in apo-PAZ. The unfolding
half-time is 12.93 ns for helix III and 9.70 ns for helices (I
and II), respectively, in bound PAZ. Not surprisingly, helical
unfolding is slower than tertiary unfolding and unbinding
for both. This is consistent with other unfolding simulations
of helical proteins, for example chymotrypsin inhibitor 2 and
MDM2.34,46 Note also that the helical unfolding half-times
of the bound PAZ are longer than those of apo-PAZ,
suggesting that the binding to siRNA stabilizes the helices
in PAZ.51 Furthermore, the unfolding half-time is reversed
for helices (I and II) and helix III upon the binding of siRNA.
This suggests that siRNA binding significantly changes the
pathway of PAZ folding. Finally, since the seven � strands
are very flexible, they are not monitored during unfolding.

Unfolding Landscapes. Furthermore, to understand the
coupling mechanism between unfolding and unbinding,
the unfolding landscape of bound PAZ was analyzed with
the variables Qf and Qb (shown in Figure 6). The unfolding
landscape shows that unbinding happens first while tertiary
contacts are held stable and then followed by tertiary
unfolding and unbinding. This is in agreement with the

Figure 8. Average TSE structures for bound and apo-PAZ,
respectively.
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unfolding kinetics analysis for the bound PAZ. This suggests
the formation of binding interface partly depends on forma-
tion of tertiary contacts.

The coupling between secondary and tertiary unfolding
is also investigated for both bound and apo-PAZ, shown in
Figure 3s (Supporting Information). Since seven � strands
are too short or too flexible, only helical structures were
monitored during unfolding. For bound PAZ, it is found that
Qf decreases first while the content of helices (I and II) does
not change. This is followed by a simultaneous decrease of
tertiary contacts and the content of helices (I and II). This
suggests that the tertiary unfolding is followed by secondary
and tertiary unfolding. This is also consistent with the above
unfolding kinetics analysis of bound PAZ. For apo-PAZ, Qf
and the content of helices (I and II) simultaneously decrease,
and then Qf accelerates to decrease. The coupling between
the content of helix III and tertiary contacts is also monitored.
We found that helix III keeps stable during tertiary unfolding
for bound PAZ. For apo-PAZ, it is found that Qf decreases

first, while the content of helix III does not change. Then
Qf and the content of helix III simultaneously decrease. The
different unfolding landscapes between Qf and helix III for
bound and apo-PAZ suggest that helix III changes more
stability upon siRNA binding and consistent with unfolding
kinetics.

Transition State. Kinetics analysis shows that tertiary
unfolding of both bound and apo-PAZ obeys first order
kinetics. This suggests that bound and apo-PAZ unfold via
a two-state process. Therefore, there is a transition state
which corresponds to the free energy maximum between two
states along each of their unfolding pathways. The transition
state ensemble (TSE) structures can either fold or unfold,
and the transition probability (P) will be 50%. According to
the definition of TSE, we have scanned TSE structures from
MD snapshots in all 10 unfolding trajectories for each of
the bound and apo-PAZ, respectively.43 The transition
probability curves are further fitted by the Boltzmann
equation and shown in Figure 7. The equation is P ) 1/
(1 + exp((t - τTS)/τtrans)), where τTS is the time when P )
50%, and τtrans sets the period when P is between 0.4 and
0.6.43–45 Our analysis yields 681 snapshots for bound PAZ
TSE and 414 snapshots for apo-PAZ TSE, respectively.

Figure 8 illustrates the average structures for all TSE
snapshots for bound and apo-PAZ, respectively. There are
60.7% native hydrophobic contacts and 72.3% native helical
content for apo-PAZ TSE, while there are 73.5% native
hydrophobic contacts and 88.2% native helical content for
bound PAZ. Apparently, it can be concluded that the TSE
of bound PAZ is more native-like than that of apo-PAZ. This
indicates that the folding activation free energy for bound
PAZ is probably smaller than that for apo-PAZ, leading to
a relatively faster folding rate for bound PAZ. Combining
with the above analysis that the unfolding rates for bound
PAZ are slower than that of apo-PAZ, this leads to the
conclusion that bound PAZ is more stable than apo-PAZ,
based on the following relationship for two-state folding
systems,22,52 Keq ) kf/ku, where Keq is folding equilibrium
constant, and kf and ku are folding and unfolding rates,
respectively. This conclusion on the relative stability between
bound and apo-PAZ is consistent with the previous experi-
mental observation.17

Figure 9 illustrates structural variations of TSE structures
for bound and apo-PAZ, respectively. The CR fluctuation
of bound PAZ is smaller than that of apo-PAZ, suggesting
that bound PAZ is more stable than that of apo-PAZ at the
transition state. Thus TSE for bound PAZ is more native-
like than that for apo-PAZ. However, the Φ/ψ fluctuation
of bound PAZ is similar to that of apo-PAZ: there are some
regions of helix and sheet with low fluctuation in both states.

All TSE snapshots were used to predict Φ-values of bound
and apo-PAZ as shown in Figure 10. The sequence distribu-
tion of Φ-values suggests that the helices of helix I and II
are more native-like than other loop regions for both bound
and apo-PAZ. Furthermore, the Φ-values of helix III, �3,
�4, �7, and the loop (314-334) of bound PAZ are
significantly larger than those of apo-PAZ. This suggests that
these regions of bound PAZ are more native-like than those

Figure 9. Ca and Ψ/Φ variations at TSE for bound and apo-
PAZ, respectively.

Figure 10. Predicted Φ-values of bound and apo-PAZ.

Figure 11. Structural variation of an unfolded state for bound
and apo PAZ.
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of apo-PAZ upon the binding of siRNA and consistent with
the unfolding kinetics analysis.

Unfolded State. All unfolding simulations eventually
reach the unfolded equilibrium state under the high-temper-
ature unfolding condition. For the unfolded state of apo-
PAZ, there are 50.0% native hydrophobic contacts and 54.2%

helical content remaining. Worth noting is the fact that the
native hydrophobic contacts of H (I & II) all disappear. This
is different from that of the bound-PAZ, for which the part
hydrophobic contacts of H(I & II) remain. There are 57.8%
native hydrophobic contacts and 60.4% helical content
remaining.

Conformational fluctuation was also analyzed using struc-
tural variation from the average structures for the unfolded
state (Figure 11). The CR fluctuation of bound PAZ is smaller
than that of apo-PAZ, indicating that bound molecules at an
unfolded state are also more stable than apo molecules.
However, there is little difference in the Φ/ψ fluctuation
between bound and apo-PAZ.

Discussion

Comparison with Experiment. Structural analysis sug-
gests that F292 and L337 are critical residues for efficient
binding of siRNA to PAZ.17 Our folded simulation illustrates
that there are two stable hydrophobic contacts between F292
and U9 and L337 and U9. This suggests that simulation

Figure 12. Unfolding pathway of bound PAZ. A: <0 ns (F), B: 0.77 ns (τQb), C: 5.26 ns (τQf), D: 9.70 ns (τH12), E: 12.93 ns (τH3),
and F: >15 ns (U).

Figure 13. Unfolding pathway of Apo-PAZ. A: <0 ns (F), B: 2.09 ns (τQf), C: 6.97 ns(τH3), D: 8.74 ns (τH12), and E: >15 ns (U).

Figure 14. Cluster of bound and apo-PAZ.
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results are consistent with structural analysis.17 Beside these
native hydrophobic contacts, there is also stable hydrophobic
contact between Y309 and U9. This is in agreement with
the mutation result that Y309F/Y314F causes a 46-fold
reduction of binding affinity.17

Furthermore, it has been observed in experiment that PAZ
must undergo an expansion upon siRNA binding, achieved
through a rearrangement and outward expansion of the
helices and �-sheets surrounding the binding pocket. In order
to make quantitative comparison, the distance between the
centers of �4-�5 and loop of 267-276 at the binding pocket
opening in the experimental structures is measured and is
found to increase by 0.48 Å upon siRNA binding. In
simulation, the average distance between the centers of the
same regions increases by about 0.25 Å upon siRNA binding,
in qualitative agreement with experiment.13,17

Unfolding Pathways and Likely Folding Pathways.
Based on the unfolding kinetics, landscape analysis, and
transition state analysis, unfolding pathways for bound PAZ
can now be constructed as shown in Figure 12. A) At the
unbinding half-time, there are 36 out of 45 (folded state)
native hydrophobic contacts within PAZ. The lost hydro-
phobic contact is within N-terminal and C-terminal. The
native hydrophobic contacts between siRNA and PAZ also
start to disappear: only 1 out of 4 exists. There is 81.1%
native helical content remaining. B) At the half-time of
tertiary unfolding, there are 32 native hydrophobic contacts
within PAZ. The hydrophobic core is located mostly among
H (I & II) and H III. All native hydrophobic contacts between
siRNA and PAZ have disappeared. siRNA is partly struc-
tured. There is 75.9% helical content remaining. C) At the
half-time of H (I & II) unfolding, there are 30 native
hydrophobic contacts within PAZ. Two of the native
hydrophobic contacts within H (I & II) have disappeared.
siRNA moves away from the cavity of PAZ. There is 65.0%
helical content remaining. D) At the half-time of H III
unfolding, there are 29 native hydrophobic contacts within
PAZ. The native hydrophobic contacts within H III began
to unfold. There is 60.3% helical content remaining.

Similarly, the unfolding pathway of apo-PAZ is con-
structed and shown in Figure 13. A) At the half-time of
tertiary unfolding, there are 35 out of 44 (folded state) native
hydrophobic contacts. The hydrophobic core among �4-�5
almost disappears. The remaining hydrophobic interactions
are within the regions of H III and H (I & II). There is 76.8%
helical content remaining. B) At the half-time of H III
unfolding, there are 33 native hydrophobic contacts within
PAZ. Two of the native hydrophobic contacts within H III
have disappeared. There is 65.3% helical content remaining.
C) At the half-time of H (I & II) unfolding, there are 28
native hydrophobic contacts within PAZ. The hydrophobic
core for siRNA binding disrupts. There is 64.7% helical
content remaining.

If we assume that folding is the reverse of unfolding, the
proposed folding/binding pathway of bound PAZ is the H
III folding, H (I & II) folding, tertiary folding, and then
siRNA binding. The folding order for apo-PAZ is H (I &
II) folding, H III folding, and tertiary folding. The different
order between the folding pathways of bound and apo-PAZ

is the reverse of H III folding and H (I & II) folding upon
the binding of siRNA.

Entropy Effect in the Binding/Folding Coupling. Figure
14 illustrates the cluster of bound and apo-PAZ at 293 K
and 498 K, respectively. In the folded state, bound PAZ is
less heterogeneous than apo-PAZ, indicating that the entropy
decreases in the presence of siRNA, which induces from
specific binding interactions between PAZ and siRNA. The
strong and specific binding interactions make the specific
binding favorable thermodynamically. In the unfolded state,
however, there is no specific binding interaction between the
two molecules. Nevertheless, the cluster of bound PAZ is
also smaller than that of apo-PAZ, so that the entropy still
decreases in the presence of siRNA. Thus the nonspecific
binding of the two molecules is also favorable thermody-
namically. Therefore, the entropic effect is significantly
unfavorable in the coupled folding and binding in the PAZ-
siRNA complex, and this unfavorable entropy effect weakens
the strong contribution of hydrophobic and hydrogen bonding
interactions between siRNA and PAZ. This is consistent in
structural analysis that siRNA binding partly stabilizes the
complex of siRNA-PAZ.17

Conclusion

Room-temperature MD simulations were used to study the
stability of the PAZ domain uponing the binding of siRNA.
The results suggest that both PAZ and siRNA become more
rigid and stable upon siRNA binding. High-temperature MD
simulations were used to investigate the folding kinetic of
the PAZ domain. The results show that both bound and apo-
PAZ unfold via a two-state process. The unfolding pathways
are different between bound and apo-PAZ: the order of helix
III and helices I & II unfolding is switched. Furthermore,
transition probability was used to determine the transition
state ensemble for both bound and apo-PAZ. It was found
that the transition state of bound PAZ is more compact than
that of apo-PAZ. The predicted Φ-values suggest that the
Φ-values of helix III and sheets of �3-�7 for bound PAZ
are more native-like than those of apo-PAZ upon the binding
of siRNA. The results can help us to understand the
mechanism of gene silencing.
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Abstract: The oxidation and dealkylation of dimethylsulfoxide (DMSO), dimethylsulfide (DMS),
and trimethylamine (TMA) by cytochrome P450 has been studied with density functional theory
calculations. The results show that the oxidation reactions always occur on the doublet spin
surface, whereas dealkylations can take place for both the doublet and quartet spin states.
Moreover, DMS is more reactive than DMSO, and S-oxidation is more favorable than
S-dealkylation, whereas N-dealkylation is more favorable than N-oxidation. This is in perfect
agreement with experimental results, showing that density functional activation energies are
reliable and comparable for widely different reactions with cytochrome P450.

Introduction

The cytochromes P450 (CYPs) constitute an enzyme family
that is found in all types of organisms, from bacteria to
mammals. In the human genome, there are 57 genes for
CYPs.1 These isoforms have functions including synthesis
and the degradation of many physiologically important
compounds, as well as the degradation of xenobiotic
compounds, for example, drugs.2 Numerous studies have
been performed on these enzymes, because they influence
the transformation of pro-drugs into their active form as well
as the bioavailability and degradation of many drugs. In fact,
it has been estimated that the CYPs are responsible for ∼75%
of the phase I metabolism of drugs.3

The active site in the CYPs is buried inside the protein
and connected to the surface by several channels, which vary
between the various isoforms.4,5 At the bottom of the active
site, there is a heme group with a central iron ion. Below
the plane of the heme group, the sulfur atom of a cysteine
amino acid coordinates to the iron ion, whereas the site above
the heme plane may bind various extraneous small ligands
during the reaction cycle. In the resting state, this position
is occupied by a water molecule.

The CYPs catalyze several different types of reactions,
of which the most common ones are hydroxylation of
saturated C-H bonds, dealkylations, epoxidation of double
bonds, oxidation of aromatic ring systems, and oxidation of
heteroatoms. Most of these reactions have been thoroughly
characterized using theoretical calculations,6,7 but heteroatom
oxidation has been much less studied than the other types
of reactions.8–12 The active species in the reactions is in
general a high-valent (formally FeVdO) state of the active-
site heme group, called compound I. It has two close-lying
electronic states, a doublet and a quartet, and they may
contribute differently to various reactions. For example, they
give comparable activation energies for aliphatic hydroxy-
lation, whereas the addition of compound I to the aromatic
ring system is most favorable on the doublet spin surface.6,7

For substrates containing heteroatoms, there is the pos-
sibility of both heteroatom oxidation and dealkylation, as
shown in Scheme 1. The dealkylation reaction starts with
hydroxylation of the CR atom, followed by a cleavage of
the bond between the heteroatom and CR. Interestingly,
N-containing compounds seem to prefer the hydroxylation-
dealkylation reaction, whereas the opposite is true for
S-containing compounds.9,13–16 It is a challenge for theoreti-
cal methods to explain these trends. Loew and Chang9 have
addressed this question using Hartree-Fock calculations, but
they could rationalize the experimental observations only if
they used different criteria for different reactions: The relative
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stability of the oxidation products could explain why N
compounds prefer dealkylation. However, to explain the
preference for oxidation of S compounds, they instead had
to compare the energy difference between the CR radical
intermediate and the sulfoxide products. In this paper, we
try to obtain a consistent view of the N-, S-, and SO-oxidation
and dealkylation reactions by using more accurate density
functional theory (DFT) calculations. We study the substrates
trimethylamine (TMA), dimethylsulfide (DMS), and dim-
ethylsulfoxide (DMSO). To the best of our knowledge, this
is the first time sulfoxide oxidation and dealkylation have
been studied using DFT calculations.

Computational Methodology

We have modeled the compound I species of the CYPs as
iron (formally FeV) porphine (i.e., a porphyrin without side
chains), with CH3S- and O2- as axial ligands. Four different
states along the reactions were studied (Scheme 1), namely,
compound I and the substrate isolated from each other, the
complex between compound I and the substrate (the reactant
complex, R), the transition state (TS), and the product after
the oxidation (POx) or the intermediate after the dealkylation
(ID-a; cf., Scheme 1). All energies are given relative to that
of the reactant complex (R). All four states were studied in
both the doublet and quartet states.

The quantum chemical calculations were performed using
the density functional method B3LYP17–19 with the VWN(V)
correlation functional20 (unrestricted formalism for open-shell
systems). In the geometry optimizations, we used for iron
the double-� basis set of Schäfer et al.,21 enhanced with a p
function with the exponent 0.134 915. For the other atoms,
the 6-31G(d) basis set22–24 was used (this combination is
denoted BSI). More accurate energies were determined by
single-point calculations at the B3LYP/6-311++G(2d,2p)
level25 with the double-� basis set of Schäfer et al.,21

enhanced with s, p, d, and f functions (exponents of
0.013 772 32, 0.041 843, 0.1244, 2.5, and 0.8; two f func-
tions) on iron26 (denoted BSII). The B3LYP functional was
chosen because it has previously been shown to give very
good geometries compared to crystal structures, as well as
energies, compared to CCSD(T) and CASPT2 calculations
for heme models.27,28 Moreover, it has been employed in
almost all recent studies of CYP reactions.6,7,29

To get a view of what effects a surrounding protein may
have on these reactions, we have performed calculations in
a vacuum, as well as with an implicit solvent model (note
that the CYPs are a large enzyme family,1 so it is not possible
to model the general effect of the protein in a more detailed

way). The effective dielectric constant (ε) in proteins has
been much discussed, and values from 2 to 40 have been
suggested.30–32 Therefore, we tested three different values,
1, 4, and 80, to get a feeling of possible effects of the protein.
Solvent calculations were carried out at the B3LYP/BSI level
with the continuum conductor-like screening model (COS-
MO).33 For the atomic radii, we used the optimized COSMO
radii in Turbomole34 (and 2.0 Å for Fe). For all of the other
parameters, we employed the default values, implying a
waterlike probe molecule. The full data are presented in
Table S1 in the Supporting Information. They show that the
continuum solvent stabilizes the separated reactants relative
to the reactant complex by 9-11 and 16-20 kJ/mol for ε )
4 and 80, respectively. The two spin states are always
affected in the same way for both spin states, so the solvent
gives no net effect on the spin splitting energy. The solvent
effect on the activation energies depends on the substrate,
but not on the reaction type: For DMSO, the activation
energies increase by 3-7 kJ/mol; for DMS, they are not
much affected ((2 kJ/mol), whereas for TMA, they decrease
by 5-9 kJ/mol (with ε ) 4; ε ) 80 gives similar, but larger,
effects, up to 18 kJ/mol). Thus, possible solvation effects of
the enzyme will not change the general conclusions of this
paper, regarding the relative activation energies of the
oxidation and dealkylation reactions and the three types of
substrates.

Frequency calculations were performed at the B3LYP/BSI
level of theory to obtain the zero-point vibrational energy
and thermal corrections to the Gibbs free energy (at 298 K
and 1 atm pressure, using an ideal-gas approximation35).
They also verified that the structures represent true minima
or transition states. All calculations were carried out with
the Turbomole program package, version 5.9.36 Presented
energies are those obtained at the B3LYP/BSII level,
including the zero-point vibrational energy, thermal correc-
tions to the Gibbs free energy, and solvent effects with a
dielectric constant of 4. The charges and spin densities
presented were calculated with Mulliken population analysis
in a vacuum.

Previous studies of sulfur and nitrogen oxidation8,10–12

used a SH- model of the cysteine iron ligand, instead of
our CH3S- model (which is the preferred cysteine model in
the theoretical study of all other proteins). Therefore, we
studied the difference between these two models for the DMS
oxidation. These studies were restricted to the quartet spin
state, because we failed to locate the doublet transition state
with the SH- model. The two models gave very similar
geometries, with differences of 0.005, 0.008, and 0.004 Å
for the Fe-O distance; 0.056, 0.003, and 0.008 Å for the
Fe-SCys distance; and 0.009, 0.013, and 0.001 Å for the
O-SDMS distance for the reactant complex, the transition
state, and the product complex, respectively. The only
significant geometric difference was that the two models
sometimes gave different C/HCys-SCys-Fe-N torsion angles,
owing to differing interactions between the methyl group or
the hydrogen atom of the cysteine model and the porphyrin
ring. The CH3S- model gave a 12 kJ/mol higher activation
energy and a 14 kJ/mol less negative energy of the product,
but the energetic effects of solvation, zero-point vibrational

Scheme 1. The Reaction Paths of Heteroatom Oxidation
(Ox) and Heteroatom Dealkylation (D-a)
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energies, and basis set changes were very similar and always
of the same sign. We also calculated the structure of
compound I with the SCH3

- and SH- models in both the
doublet and quartet spin states. Again, the geometries were
very similar, and the energy splitting between the two spin
states differed by less than 0.3 kJ/mol. The full data of this
comparison are presented in Tables S2 and S3 in the
Supporting Information.

We also tested the effect of amide NH · · ·SCys interactions
in the protein by single-point energy calculations with two
added NH3 groups at the B3LYP/BSI level, as has been done
by Ogliaro et al.37 However, we found that the energies from
such calculations are unreliable, because the differences in
the C/HCys-SCys-Fe-N torsions and the SCys-Fe-N angles
between the reactions and between the various states in the
same reaction give varying interactions between the NH3

groups and the porphyrin ring. Therefore, these results are
not presented.

Results and Discussion

Heteroatom oxidation by cytochrome P450 may occur via
direct O-atom transfer or an initial electron transfer from
the substrate to compound I, followed by the formation of a
bond between the heteroatom and the oxygen atom.2,6

However, we have only studied the former reaction, because
experimental results have shown that this is the most likely
reaction for sulfoxidation,38 and previous theoretical inves-
tigations have given the same results for both sulfoxidation
and nitrogen oxidation.8–10

DMSO Oxidation and Dealkylation. Sulfoxides are
important groups in drugs and have therefore been thoroughly
studied experimentally.39 They are also interesting because

Figure 1. Relative energies (in kJ/mol) for the various states in the reactions with DMSO.

Figure 2. Structures of the various states in the DMSO reactions. Data are given for the doublet (quartet) spin state with
distances in ångstroms and angles in degrees. Imaginary frequencies for the transition states are shown on the lower, right side
of the respective structure.
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any oxidation of a sulfide can be followed by a second
oxidation of the sulfoxide, resulting in a sulfone. Neither
sulfoxide oxidation nor dealkylation seems to have been
studied before with theoretical methods. We find that the
reactant complex of DMSO and compound I is 28-29 kJ/
mol less stable than the isolated substrate and compound I
for both the doublet and quartet states (owing to solvation
effects and the loss in translational and rotational entropy).
The oxidation transition state displays a relatively large
splitting (13 kJ/mol) between the doublet (73 kJ/mol) and
quartet (86 kJ/mol) states, showing that this reaction is more
likely to take place on the doublet spin surface (cf. Figure
1). This is also reflected in the transition-state geometries:
The doublet has an early transition state with a S-O distance
of 2.11 Å, whereas the quartet transition state is late with a
S-O distance of 1.94 Å (cf. Figure 2).

Next, we turn to the dealkylation reaction of DMSO. The
activation energies for the hydrogen abstraction step in this
reaction display a similar but opposite splitting (9 kJ/mol)

between the doublet and quartet states (Figure 1). This
difference is caused entirely by the thermal corrections;
without them, the difference is only 1 kJ/mol. Moreover,
the activation energy is larger for the hydroxylation reaction
than for the direct oxidation of DMSO, and the hydroxylation
reaction is more likely to occur on the quartet spin surface
(91 kJ/mol). The geometries of the transition states are much
more similar than in the oxidation reaction. The quartet
transition state is only slightly later than the doublet, with
O-H distances of 1.13 and 1.17 Å, respectively.

There are two possible conformations of the DMSO
molecule in the dealkylation reaction: The oxygen atom in
DMSO can either point toward or away from the heme ring.
However, the reactant state with the oxygen atom pointing
toward heme is 14 kJ/mol less stable than the other
conformation. On the other hand, the two conformations gave
similar transition-state structures with similar energies for
the quartet spin state and only a 6 kJ/mol difference in the

Figure 3. Relative energies (in kJ/mol) for the various states in the reactions with DMS.

Figure 4. Structures of the various states in the DMS reactions. Data are given for the doublet (quartet) spin state with distances
in ångstroms and angles in degrees. Imaginary frequencies for the transition states are shown on the lower, right side of the
respective structure.
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doublet spin state. Energies for the less stable conformation
are shown in Table S4 in the Supporting Information.

DMS Oxidation and Dealkylation. Sulfide reactions are
important reactions in drug metabolism by cytochrome
P450.13,14 They have been studied theoretically before8–10,12,40

(but only the quartet spin state for the dealkylation reaction).
The oxidation of DMS is similar to the oxidation of DMSO:
The doublet state has lower activation energy (47 kJ/mol)
than the quartet state (63 kJ/mol, cf. Figure 3). Thus, the
activation energy of the doublet state is 25 kJ/mol lower than
that for the DMSO oxidation. This is also reflected in the
transition-state structure, in which the S-O distance is 2.22
Å for the doublet (Figure 4), that is, an earlier transition state
than that of the sulfoxide oxidation. Moreover, the reactant
complex is 41-42 kJ/mol higher in energy than the separated
substrate and compound I.

In contrast to DMSO, the activation energy of the DMS
dealkylation reaction is lower on the doublet surface (64 kJ/
mol) than on the quartet surface (75 kJ/mol, Figure 3). Thus,

they are higher than the activation energy for the direct
S-oxidation reaction, but lower than those of the correspond-
ing dealkylation step for DMSO. The intermediate in the
dealkylation reaction, ID-a, is also ∼30 kJ/mol more stable
than for DMSO. This is because the sulfur atom in DMS
has one more available orbital available to accommodate the
substrate radical that is formed in this state.

TMA Oxidation and Dealkylation. Most drugs contain
nitrogen atoms, which often are metabolized by cytochrome
P450. Experimentally, it is found that dealkylation is
preferred before N oxidation.16 The dealkylation reaction
(caused by hydroxylation of the CR atom) has been the
subject of several theoretical investigations,9,11,40,41 but the
N oxidation has only been studied once before with DFT,11

namely, for the substrate N,N-dimethylaniline. Here, we study
the dealkylation and N-oxidation reactions for a simpler
substrate, TMA, and compare them to the corresponding
reactions with DMS and DMSO.

Figure 5. Relative energies (in kJ/mol) for the various states in the reactions with TMA. No energy is given for 2ID-a, because
this state converges directly to the hydroxylated product complex.

Figure 6. Structures for the various states in the TMA reactions. Data are given for the doublet (quartet) spin state with distances
in ångstroms and angles in degrees. Imaginary frequencies for the transition states are shown on the lower, right side of the
respective structure.
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Our results show that the reactant complex is 44-45 kJ/
mol less stable than the separated substrate and compound I
for both spin states. The activation energy for TMA oxidation
is 53 kJ/mol on the doublet surface, but significantly higher
for the quartet, 75 kJ/mol (cf. Figure 5). This is also reflected
in the transition-state geometries: The doublet has an early
transition state with an O-N distance of 2.02 Å, whereas
the quartet transition state is late, with an O-N distance of
1.82 Å (Figure 6).

For the corresponding dealkylation reaction, the activation
energies of the doublet and quartet differ by 5 kJ/mol, with
that of the doublet state having the smaller barrier of 35 kJ/
mol. This is lower than the N-oxidation reaction.

Comparison with Experimental Data. Our results for
the heteroatom oxidation and dealkylation reactions suggest
that sulfides and sulfoxides are more likely to undergo
heteroatom oxidation than dealkylation, because the S- and
SO-oxidation activation energies are 16-18 kJ/mol lower
than that for the corresponding dealkylation reaction. Of
course, the reactivity will depend on the properties of the
enzyme pocket and the substituents on the substrate, but our
results agree well with the experimental observation that
CYPs in general degrade S-containing compounds by S
oxidation rather than by dealkylation.9,13–16 It has also been
noted that CYPs perform sulfoxidation faster than sulfoxide
oxidation.39 This is in perfect agreement with the 25 kJ/mol
lower activation energy for DMS oxidation than for DMSO
oxidation (12 kJ/mol relative to the isolated reactants).

There is a similar difference in the activation energies
between the N-oxidation and N-dealkylation reactions (19
kJ/mol). However, in contrast to the S-containing com-
pounds, the N-dealkylation reaction has lower activation
energy than the N oxidation. This suggests that the N-
dealkylation reactions are more likely to occur (especially
as different N compounds all give similar hydroxylation
barriers40), again in excellent agreement with experimental
results.9,13–16

Rationalization of the Trends. The dealkylation reactions
have activation energies ranging from 35 (TMA) to 100
(DMSO) kJ/mol. This large variation can be explained by
the ability of the substrate to stabilize the radical that is
formed during the reaction. If we plot the percentage of the
spin of the substrate on the carbon from which the hydrogen
is abstracted against the activation energy, we get correlation
coefficients (r2) of 0.96 or 0.99 for the final free energies or
the raw BSI energies, as shown in Figure 7 (the zero-point
and thermal corrections lower the correlation somewhat).
Thus, it is clear that the type of neighboring atom (i.e., the
possibility to delocalize the radical over several atoms)
strongly affects the activation energy of the dealkylation
reactions, as has been shown before in a different manner.40

For the oxidation reactions, the variation of the activation
energies between the three substrates is much smaller: For
the doublet state, the activation energies are 48-73 kJ/mol
relative to the R complex, but 89-101 kJ/mol relative to
the isolated reactants. Thus, there are hardly any trends to
explain.

On the other hand, the preference for the double state of
the oxidation reactions can be easily rationalized: Previous

DFT studies have shown that compound I essentially contains
three unpaired electrons, one localized on the iron ion, one
on the oxy group, and one shared by the porphyrin ring and
the cysteine model.6,7,29 In the quartet state, all three spins
are parallel, whereas in the doublet state, the latter spin is
antiparallel to the other two. Our calculated spin densities
in Tables S8-S10 in the Supporting Information confirm
this also for the present calculations. In the heteroatom
oxidation, two electrons with opposite spin in the same orbital
are moved from the substrate to compound I. In the doublet
state, this is straightforward, because the two acceptor orbitals
(one on the oxy group and the other shared by the porphyrin
ring and the cysteine model) are singly occupied with
electrons of opposite spins (cf. Scheme 2). However, for the
quartet state, the two acceptor orbitals have parallel spin,
and one of the electrons must either flip the spin or end up
in another orbital (an unoccupied iron 3d orbital), giving an
excited product state.

This is reflected in the spin densities (Tables S8-S10,
Supporting Information): The doublet transition state has only
a small spin on the substrate (∼0.1e for DMSO and ∼0.3e
for the other two substrates), whereas more spin is found on
the substrate in the quartet state (∼0.5e). Moreover, the spin
on the iron ion has increased in the quartet state. This shows
that one of the electrons goes mainly to iron, rather than to
the oxy group. Consequently, the 2Pox state is always a pure
low-spin Fe(III) state, with essentially no spin on the
substrate. However, the quartet 4Pox state contains an
intermediate-spin Fe(III) state (with three unpaired electrons),
with 0.2-0.4 unpaired electrons on the cysteine model, but

Figure 7. The correlation between the activation energy of
the dealkylation reactions and the percentage of the substrate
spin that resides on the carbon atom from which the hydrogen
atom is abstracted. The red squares represent the final
energies, and the blue triangles represent the BSI energy.

Scheme 2. Schematic Picture of the Movement of
Electrons in the Heteroatom Oxidation Reaction in the
Doublet and Quartet States
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no spin on the product (including the former oxy group).
This shows that one electron has also moved from a doubly
occupied Fe orbital to the oxy group.

For the hydroxylation reaction, no such differences arise,
because the intermediate involves a radical, which will have
the same spin as the unpaired electron in the porphyrin ring
in compound I.

Comparison with Previous Studies. As mentioned above,
nitrogen oxidation by cytochrome P450 has only been studied
once before,11 with the substrate N,N-dimethylaniline. These
results are quite similar to ours (disregarding the thermal
corrections, which were not included in the other study). For
example, the Fe-O and O-N distances for oxidation
transition states differ by less than 0.03 Å between N,N-
dimethylaniline and TMA (distances for the dealkylation
transition state were not given11). For the activation energies
of the two reactions and the two spin states, the differences
are somewhat larger, 4-12 kJ/mol, but not larger than what
could be expected from the differences in details of the
calculations (especially the cysteine model) and the fact that
different substrates were studied.

The oxidation of DMS has previously been studied by
Shaik and co-workers.8,10,12 The two earlier studies8,10

suggested that the reaction takes place on the quartet spin
surface, with a quite high activation energy. However, these
results were recently revised, and a new and lower transition
state on the doublet spin surface was presented.12 Energeti-
cally, our results agree quite well with the latter results (again
disregarding the thermal corrections and also the amide
hydrogen-bond model): Their activation energies are 29 and
43 kJ/mol for the doublet and quartet, respectively, which
are reasonably close to our energies of 32 and 55 kJ/mol,
considering the difference in the cysteine model. The
transition-state structures of the quartet states are also quite
similar, with differences of 0.02-0.04 Å for the S-O, Fe-O,
and Fe-S distances and 3° for the Fe-O-S angle. Likewise,
the imaginary frequencies agree within 9 cm-1.

However, some discrepancies are observed for the
doublet transition state: Shaik and co-workers observe a
S-O distance of 2.39 Å, an Fe-O distance of 1.66 Å,
and an imaginary frequency of 1015i cm-1, whereas we
get a S-O distance of 2.22 Å, an Fe-O distance of 1.72
Å, and a much smaller imaginary frequency of 61i cm-1.
Therefore, we performed scans of the O-S distance for
the DMS oxidation (and also TMA and DMSO oxidation
for comparison, Figure S2 in the Supporting Information).
These showed a very flat potential surface, explaining our
low frequencies. Moreover, we also scanned the Fe-O
distance for several different O-S distances around the
transition state for the DMS oxidation. This two-
dimensional surface is shown in Figure 8 and confirms
the flat potential energy surface. We also analyzed the
eigenmode of our transition state and confirmed that it
corresponds to the correct reaction coordinate (shown in
Figure S1 in the Supporting Information). Moreover, we
have also tried to locate the transition state reported by
Shaik and co-workers by restrained optimizations, using
both SCH3

- and SH- as the cysteine model. However,
we always found a low imaginary frequency (less than

100i cm-1), and when the restraints were removed, the
geometry converged back to the structure shown in Figure
4. To understand the difference between our calculations,
we finally optimized the transition state, with SH- as the
cysteine model, using the LACVP** basis set42 and the
Jaguar software43 (version 7.0; Shaik and co-workers used
this basis set and Jaguar 6.5), as well as the Turbomole
software.36 The results show geometries in between our
geometry and the one they have found (as shown in Figure
8), with Fe-O distances of 1.69 and 1.68 Å and O-S
distances of 2.28 and 2.31 Å with the Jaguar and
Turbomole software, respectively. The imaginary frequen-
cies of these two structures were 124 and 291i cm-1.
Therefore, we conclude that the two structures most likely
represent the same transition state, but the flat potential
surface makes it extremely sensitive to variations in the
theoretical method. However, it should be characterized
by a low imaginary frequency; the frequency reported by
Shaik and co-workers is much too large for a reaction
involving only heavy atoms, especially on this flat
potential surface.

Conclusions

We have studied the oxidation and dealkylation of DMSO,
DMS, and TMA with the same DFT approach to obtain a
consistent view of these six reactions. The results clearly
show that, for sulfur and sulfoxide compounds, heteroatom

Figure 8. Scatter plot of the energies around the transition
state of the DMS oxidation reaction in the doublet spin state.
The points are color-coded according to the energies com-
puted with BSI in kilojoules per mole. The geometries of the
transition state calculated with B3LYP/LACVP** and by Shaik
et al. are shown as black stars. The reactant state has been
excluded from the figure to make it clearer. It has a S-O
distance of 4.14 Å and an Fe-O distance of 1.63 Å.
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oxidation is the preferred pathway (the activation energies
for the oxidations of DMSO and DMS are 73 and 47 kJ/
mol, respectively, whereas the activation energies for the
corresponding dealkylations are 91 and 64 kJ/mol), and
it will always take place on the doublet spin surface. For
nitrogen-containing compounds, on the other hand, the
dealkylation has lower activation energy than the oxida-
tion, 35 and 53 kJ/mol, respectively. The results do not
change if possible solvent effects in the protein are
considered. These results are in excellent agreement with
the experimental findings that S oxidation is more favor-
able than S dealkylation, that N dealkylation is more
favorable than N oxidation, and that heteroatom oxidation
is more common for S-containing than for N-containing
molecules.9,13–16 Moreover, the barrier for DMS oxidation
is lower than that for DMSO oxidation, again in agreement
with experiments.39

Thus, our results rationalize all experimental findings using
a single criterion, namely, the activation energy for the
various reactions, calculated at the DFT level. This is a most
important finding, because it shows that the calculated
activation energies are consistent and comparable also for
different types of reactions. This is mandatory for a predictive
method of the intrinsic reactivity of an arbitrary drug
candidate with cytochromes P450. Previous methods, based
on semiempirical calculations, have had severe problems in
this respect.41 Thus, our calculations indicate that it may be
possible to estimate the intrinsic reactivity of any reaction
for a drug candidate with DFT methods, and therefore
probably also by other, cheaper theoretical methods,40 an
important goal in medicinal chemistry.
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Abstract: We present a new method to incorporate electrostatic interactions in coarse-grained
representations of proteins. The model is based on a topologically reconstructed multipolar
expansion of the all-atom centers of charge, specifically of the backbone dipoles and the polar
or charged side chains. The reliability of the model is checked by studying different test cases,
namely protein-cofactor/substrate interactions, protein large conformational changes, and
protein-protein complexes. In all cases, the model quantitatively reproduces the all-atom
electrostatic field in both a static and a dynamic framework. The model is of general applicability
and can be used to improve both full coarse-grained simulations and hybrid all-atom/coarse-
grained multiscale approaches.

1. Introduction

In past years, atomistic-detailed molecular dynamics (MD)
simulations proved to be a reliable method for description
of events occurring in the 10-12-10-9 s time scales.1

Although the increase in computational power allows ap-
plication of such technique to larger systems, and for longer
times, it remains in general too expensive to investigate
dimensional and dynamical scales that are critical to most
of the biological processes both in Vitro and in ViVo. In fact,
all fundamental biological processes necessary to life (e.g.,
protein folding, signal transduction, DNA transcription),
which are triggered by interactions at atomistic dimensional-

ity, occur at very different time scales (from femtoseconds
to seconds and even longer) and span over different sizes
(from few tens to millions of atoms).2 Therefore, vast
dimensional and temporal scales should be taken into
account.

To address such size/time scale issues various coarse-
grained (CG) Hamiltonians have been recently developed
for systems like membranes,3–8 proteins,9–16 and DNA17–19

and were successfully applied to problems of great biological
relevance, from membrane self-assembly and dynamics 5,7,8

to protein folding.20–22 The drawback of CG approaches lies
in the lack of an atomistic-detailed description, which is
crucial when studying phenomena involving molecular
recognition (e.g., receptor-ligand binding). These interac-
tions are of fundamental importance for establishing func-
tional protein networks entitled to control complex metabolic
pathways.2 On the experimental side, proteomics techniques
are progressing very fast in enabling the characterization of
such challenging systems; however, what is still missing for
a complete comprehension of the biological function is the
atomistic picture of these assemblies. The only accessible
way to get to this level, having the opportunity to develop
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strategies to interfere with these networks, is through current
structural biology techniques. For this reason, the possibility
to computationally predict the molecular interactome is very
desirable for the advance of life sciences.23–25

Recently, considerable efforts have been put into develop-
ment of novel multiscale simulation techniques that are able
tocoupleatomisticHamiltonianstoCGmodels(MM/CG).8,26–41

In particular, it has been shown that hybrid schemes, where
only a portion of the system is treated at the atomistic-
detailed level, can be implemented and successfully applied
to proteins30,42–44 and protein-DNA complexes.29,46 A key
issue when building hybrid multiscale models lies in retaining
an accurate description of long-range interactions. Such long-
range interactions can significantly influence the polarization
and the structural orientation at an atomistic level and, thus,
can be functional to the protein biological activity.47

Therefore, hybrid MM/CG schemes should somehow incor-
porate such potentials between the CG part and the all-atom
portion. In particular, long-range electrostatic interactions,
crucial in many biological processes, are the most difficult
to model. In fact, the electrostatic field of biopolymers is
dominated by their total charge, which is usually nonzero,
and varying with pH and ionic strength, and by a dipolar
component, which is a function of both the residue sequence
and its instantaneous spatial organization. Specifically, the
secondary structure elements of a folded protein can induce
strong dipolar fields by aligning the backbone dipoles (e.g.,
in helical structures). This feature is of great importance,
for example, when assessing the topology of a helix-bundle
or when determining the correct orientation of a molecule
during dynamic ligand-receptor binding studies. Therefore,
CG long-range interactions should be modeled to have a
structure-dependent asymptotic behavior. Such behavior is
in general nontrivial to reproduce by force field-like CG
models.9 For example, CG Hamiltonians based on effective
potentials (typically, potentials of mean force) vanish as a
power of six with the distance.3,4

Recently developed coarse-grained potentials, where spe-
cific polar regions are introduced (see e.g. refs 48 and 49),
have been proposed. Interactions among polar groups still
take a radial form, and, therefore, they are not able to
reproduce the directionality of the backbone dipolar field.
Therefore, to represent the different behavior of the backbone
in different structural local environments, the polarity of the
backbone centroid is defined according to the secondary
structure of the amino acid. Such an approach is able to
reproduce well the secondary structure elements of a protein
but, nonetheless, biases the potential at the beginning of the
run, forcing each amino acid to keep the initial secondary
structure geometry and thus reducing its universality. A
RESP50 expansion of the all-atom electrostatic field on all
the CG centroids represents an alternative approach to such
a problem.16 This scheme is particularly suited to improve
CG-based protocols for rigid docking. Unfortunately, such
an approach cannot be straightforwardly applied when
treating hybrid multiscale systems, where different dimen-
sionalities are present and interacting in the simulation. In
particular, MD schemes based on RESP-based expansions

of all-atom based electrostatic potentials on CG centroids
suffer some inconsistencies, as shown later in this paper.

In the past few years, Voth and co-workers have shown
that coarse-grained potentials can be rigorously determined
from atomistic scale interactions through a force-matching
approach.51 Such a procedure implies an initial all-atom
classical MD run, over which the CG potential is fitted to
reproduce all-atom forces.33,34 The CG Hamiltonian obtained
by such a scheme is not based on thermodynamic quantities
and, therefore is, in general, unbiased toward the specific
simulated thermodynamic conditions, and it is in principle
able to correctly describe long-range interactions. The method
has been successfully applied to construct models of lipid
bilayers,33,52 cholesterol-lipid interactions,34 monosaccha-
rides,53 and distinct peptide structural moieties.54,55 In
practice, the quality of such a coarse-graining procedure is
determined by the efficacy of the underlying all-atom MD
to sample the relevant phase space of the system.34 This may
be more stringent when studying large macromolecular
complexes, which present long characteristic time scales.

In this work, we propose an accurate and robust scheme
to evaluate electrostatic interactions in hybrid MM/CG
simulations of proteins.30 The proposed model uses topologi-
cal information coming from experimental structures and
from computational molecular models to reconstruct the
electrostatic field for both contributions coming from the
backbone and the side chains of a protein. Our method is
not computationally expensive and is consistent with respect
to protein motion. Moreover, it allows a reliable reconstruc-
tion of the electrostatic interactions both at an atomistic and
a CG scale, allowing applications to different biological
systems for the efficient investigation of crucial processes
as ligand binding recognition or protein and nucleic acids
network dynamics.

2. Computational Methods

The electrostatic field of a biomolecule is univocally
determined by its tridimensional structure. In proteins, the
electrostatic potential can be further divided into two separate
contributions, coming from the backbone peptide bonds (Vbb)
and from the polar or charged side chains (Vsc):

Vel )Vbb +Vsc (1)

The presented model reconstructs the all-atom electrostatic
field of a protein using the tridimensional coordinates of the
CR atoms only, which is some structural information present
in most of the CG models for proteins. It will be referred to
as topologically based multipolar reconstruction (TBMR)
hereafter.

2.1. Backbone Contribution. The electrostatic potential
generated by the backbone units at point Rb can be expressed
as a sum of dipolar contributions

Vbb(R
b)) 1

4πε0
∑

i

µbi ·Rb

|Rb|3
(2)

where the -i index runs over the backbone units of the
protein, and {µbi} are the electrostatic dipoles associated with
them. The position of the C� of an amino acid can be
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determined, within good approximation, starting from the
positions of three consecutive CR’s in the amino acids
sequence.56 Such an idea can be extended with little effort
to the orientation of the peptide bond linking two amino
acids. In fact, the positions of three consecutive CR’s, their
chirality, and the planarity of the peptide moiety provide, in
principle, a sufficient number of geometrical constraints to
determine the peptide bond geometry. In practice, a good
orientation of the backbone peptides can be conveniently
achieved by mining statistical orientations from the PDB
databank.57 First, one has to define an internal reference
system (Figure 1a) related to three consecutive amino acids.
In particular, the following system is chosen: the origin is
placed at CRi, the R-carbon of the second amino acid of the
triplet; the three axes are defined by the unitary vectors: v̂ is
the direction CRi-CRi+1, n̂ is the normal to the plane defined
by the three consecutive CRi-1-CRi-CRi+1 CR’s, and m̂ is
perpendicular to the first two (Figure 1a). In such a reference
system, the electrostatic dipole µbi, associated with the peptide
bond between amino acids i and i+1 is well defined: in fact,
the projection of µbi over v̂ is, by construction, constant; the
projection of µbi over m̂ can be fitted by a linear function of
the angle γ formed by the CRi-1-CRi+1 atoms (Figure 1); and
finally, the projection of µbi over n̂ is determined according
to the cosine rule

µn ) ( |µbi|[1- ( µV

|µbi|)
2

- (µm

|µbi|)
2]1⁄2

(3)

where µn, m, V are the projections of the dipole along the n̂,
m̂, and v̂ axes, respectively. The sign of µn can be derived
by the statistical distribution in the PDB databank (Figure
1c). In our model, it is defined as positive for γ < 1.72 rad
and negative for γ g 1.72 rad. Following such a scheme,

the electrostatic field produced by the backbone peptides in
a CG region is easily reconstructed by simply determining
the angles formed by all triplets of consecutive CR’s in the
protein sequence.

2.2. Side-Chain Contribution. CG models usually lack
structural information about the side-chain position and
orientation. Therefore, it is necessary to use a serial multi-
scale procedure to build it. Starting from an initial informa-
tion (e.g., X-ray or NMR data), we make the plausible
assumption that, in a folded protein, the close packing forces
the side-chain orientations to remain, on average, unchanged
over time.

In this case, one can determine the side-chain positions at
any time by (i) imposing that the motion of the side chain is
solidal to a properly chosen internal coordinate system
(defined below) and (ii) calculating the instantaneous ro-
totranslations undergone by such an internal reference
system.58 Similarly to what is done for the backbone dipoles,
the internal reference system (Figure 1b) for the side chain
of an ith amino acid is defined according to the positions of
the CRi-1-CRi-CRi+1 triplets. In this case, the unitary vector v̂
is defined as the vector tangent in CRi to the circle defined
by the three consecutive CR’s58 (Figure 1b).

The electrostatic potential produced by each side chain
can be expressed by a multipolar expansion

Vsc(R)) 1
4πε0

[ q
|R|

+ µb ·R
|R|3

+O(quadrupole)+ ...] (4)

where q ) ∑iqi is the total charge of each side chain. The
geometrical center of the single multipolar expression is
defined as the center of charge Cq of the side chain

Figure 1. Definition of the internal reference systems. Panels a and b: internal reference systems used for the backbone and
side-chain reconstruction, respectively. Panel c: statistical distribution (extracted from the PDB databank) of the projection of
the backbone dipole over the vectors v (in green), n (in red), and m (in blue). The black lines are representing the proposed fits
for the distributions.
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Cq )
∑ i

|qi|ri

∑ i
|qi|

(5)

where ri are the coordinates of the side-chain atoms, and qi

are their respective MM charges. The single centers of charge
and the respective multipolar contributions to the electrostatic
potential are then defined with respect to their relative internal
coordinates (v̂, n̂, m̂). All these data have to be evaluated
on the initial all-atom structure. In practice, it is more
convenient to get this set of data from an average of
structures, e.g. generated from a MD run. In such a case,
the multipolar expansion will be averaged on the typical
mobility of each side chain. Thus, it will represent the
electrostatic mean-field produced by the side chains.

In the current work, only highly polar and charged side
chains are explicitly considered, and their multipolar expan-
sion is truncated to the dipole term. This is due to the
particular form of the electrostatic potential of the GRO-
MOS96 force field,59 which is the one implemented in the
MM/CG Hamiltonian developed and used in this work. In
fact, the charge-fitting protocol used in GROMOS96 makes
use of charge-groups, which, in turn, make the all-atom
electrostatic potential dominated by dipolar terms. Moreover,
in the GROMOS96 force field, apolar/aliphatic side chains
do not contribute to the electrostatic potential.

The reconstruction protocol is anyway general and can
be applied with little effort to other force fields, although
expansion to higher order terms (e.g., quadrupoles) may be
necessary to accurately describe the electrostatic field.

The computational advantage of our scheme is directly
related to the reduced number of interactions to be computed.
In fact, within such a protocol, the total number of dipoles
corresponds to the number of peptide bond moieties (≈num-
ber of amino acids) plus the number of polar side chains
(statistically ≈0.5 times the number of amino acids).57 Given
that the total number of atoms in a protein is statistically
≈15.7 times larger than its number of amino acids,57 our
scheme is at least ≈9.5 times faster in evaluating solute-solute
interactions. Such an estimate is done considering electro-
static interaction evaluated in both cases via commonly used
Nlog N schemes (where N is the number of particles), like
Particle Mesh Ewald algorithms.60 Moreover, coarse-grained
schemes are usually coupled to implicit solvent methods or
zero-charge CG water models,5,36,48 while all-atom simula-
tions suffer for solvent-solvent electrostatic interaction evalu-
ations, which can typically account for twice the CPU time
of solute-solute calculations. Therefore, in a rough estima-
tion, TBMR can be up to 30 times faster than all-atom MD.
Importantly, we finally note that the routines needed to
reconstruct the spatial topology of the dipoles require
negligible CPU time with respect to the electrostatic
calculations.

3. Results and Discussion

TBMR is applied to a set of systems, representing different
test situations in which long-range electrostatics interactions
can be relevant for the overall energetics. Namely, we address
the performance and accuracy of TBMR in describing the

following: (1) a protein-induced electrostatic field at binding/
active sites, (2) an electrostatic field tuning upon conforma-
tional changes in the secondary structure, and (3) long-range
electrostatic interactions at the interface of protein complexes.

3.1. Protein-Induced Electrostatic Field at Binding/
Active Sites. Two representative proteins have been
chosen-actin61,62 and azurin63-to test TBMR using a hybrid
all-atom/coarse grained model (MM/CG). As proposed in
the original formulation of MM/CG,30 the (re)active center
can be described using a classical force field, whereas the
rest of the system is treated using a CG scheme.

Actin is a globular protein that polymerizes to form helical
filaments constituting the cytoskeleton. ATP hydrolysis
drives the filament dynamics inducing the structural change
in the protein.61,64 ADP/ATP have a well-known binding
site (Figure 2a) located in the core of the protein,61 which
has peculiar electrostatic interactions with actin residues.61,62

This specific protein is meant to be representative of the vast
class of proteins and enzymes where the ligand-protein
interactions are the crucial ingredient for ligand recognition
and catalytic activation.47

Azurin from Pseudomonas aeruginosa63 is known to be
shaped in such a way that the long-range electrostatic
contribution of the protein frame is crucial for the correct
tuning of the redox properties of the enzyme.65 On a general
basis, the secondary/tertiary structure motifs often have a
direct influence on the electronic properties of the reactive
centers in metalloenzymes.66,67 Here, azurin is chosen as a
representative target for the broad class of metalloproteins,
where long-range electrostatic interactions play a crucial
functional role.

The crystallographic structures of actin and azurin (PDB
codes 2HF368 and 4AZU,63 respectively) are used as initial
models to calculate the all-atom electrostatic potential (Vaa)
in implicit solvent (PB scheme69,70), which is used as a
reference. Hydrogen atoms and terminal and missing side-
chain atoms are reconstructed following standard protocols
(see e.g. ref 71). The GROMOS96 force field is used to
describe the system in the all-atom calculations. In the MM/
CG calculations, the (re)active centers along with neighbor
residues are described at the MM level; an interface region
linking MM and CG, defined as all the residues within a 6.5
Å radius from the MM part, is described at the intermediate
layer following ref 30; and the remaining part of the protein
is treated at the CG level. The calculated electrostatic
potential (Vhybrid) produced by the model on the active site
agrees well with the reference as shown in Figure 2b,d. From
a quantitative standpoint, the weighted deviation between
the all-atom and the MM/CG field [(|E|hybrid-|E|aa)/|E|aa)] is
calculated for all the values of the electric field, and the
covariance is used for characterizing the correlation between
the vectors Eaa and Ehybrid [C ) (〈Eaa ·Ehybrid〉)/(〈Eaa〉 〈 Ehybrid〉)]
for the possible values of the electric field in the different
systems (Figure 2b,d). It is clear that the error on the module
of the electric field made by TBMR is non-negligible only
for very low absolute values of the field. The same trend is
found for the vector covariance: except for low values of
the field, the covariance is very close to one, showing also
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a striking match of the mutual orientation of the fields
produced by the all-atom calculation and the TBMR model.

Our model is able to capture well the intensity and
orientation of the all-atom electrostatic field. The usefulness
of such model is straightforward for rigid docking studies,
where the crystallographic structure of the protein is used
as such. In fact, the TBMR model keeps its reliability also
when the protein structure is allowed to relax and fluctuate,
e.g. by MD. We have tested the performance of the model
in such conditions by selecting snapshots along an equili-
brated MD simulation of actin (one snapshot every 1 ns,
averaged over 20 ns trajectory) and performing the same
analysis on the electrostatic fields (Figure 2d). We find that
the TBMR model produces, also in this case, good results
both in terms of field intensity and orientation. The minor
performance with respect to a fixed geometry relies on the
fact that, in the case of moving structures, the side-chains
contribution to the electrostatic field is generated by their
average structure coming from an independent MD run.
Therefore TBMR is expected to reproduce the average
features of the electrostatic field but not to catch its
instantaneous fluctuations as such.

Finally, the TBMR method is compared to the performance
of a RESP-charges fitting. In this model, the all-atom
electrostatic potential produced by the region of the protein
that falls in the CG region is fitted by RESP-charges centered

on each CG centroid. In particular, we have tested both RESP
fittings assuming CG models comprise CR centroids only or
CR and C� centroids per amino acid. We find that the RESP
fitting has an intrinsic inconsistency at different scales. In
fact, when the RESP charges are fitted to reproduce the all-
atom electrostatic potential on a large grid around the whole
protein, we find that the electrostatic field in the smaller MM
region is not even comparable to the all-atom one. If the
RESP fitting is, on the contrary, performed on a grid centered
at the MM region, the field there is more reliable. Nonethe-
less, from the graphs in Figure 2d, it is evident that even in
this case RESP charges are unable to represent either the
module or the orientation of the electric field at the static
crystallographic structure and during the MD simulation.
Such behavior (RESP systematically underestimates the field)
is related to the nature of the RESP electrostatic potential.
In fact, the electrostatic all-atom potential, which is generated
by a series of electrostatic monopoles (the atomic charges),
is fitted by a smaller number of electrostatic monopoles (the
RESP centers). Moreover the spatial distribution of the RESP
charges is not fully consistent with that of the all-atom charge
groups. As a result, RESP-fitting can catch at best an average
of the all-atom potential in a specific region, without being
able to describe its local fluctuations, which lead to an
underestimation of the electrostatic field and its nonaccurate
alignment.

Figure 2. Reconstruction of the electrostatic field in the binding sites of azurin and actin. Panels a and c: cartoon representation
of azurin and actin folding determinants, the active pockets are drawn in ball-and-stick and represent the all-atom portion in the
MM/CG calculations. Panels b and d: the accuracy of the multipolar scheme is compared with all-atom simulations of azurin (b)
and actin (d). Deviation and covariance between Eaa and Ehybrid are reported in the graphs for different values of the electrostatic
field.

1382 J. Chem. Theory Comput., Vol. 4, No. 8, 2008 Cascella et al.



The application of TBMR to these systems shows that the
TBMR method is able to correctly describe the long-range
contribution on the active center, demonstrating to be a
promising solution for hybrid multiscale simulations of ligand
binding recognition.

3.2. Electrostatic Field Tuning upon Conformational
Changes in the Secondary Structure. An important re-
quirement for any multiscale scheme is the need to be
consistent and accurate upon extended structural rearrange-
ments (such as secondary and/or tertiary structural changes,
partial or total unfolding, etc.) that might occur during protein
dynamics. The performance of our method in such conditions
has been tested by studying the stretching of an R-helix (a
30 aa long poly-ala chain) using standard steering molecular
dynamics. Upon mechanical stress, the polypeptide first
refolds into a 310 helical species and then unfolds progres-
sively to form a �-sheet-like stretched peptide. We have
calculated the projection of the total electrostatic dipole along
the stretching direction produced by the TBMR model at
different helical configurations, and we have compared it to
the values of the all-atom system (Figure 3a). The dipole
component obtained by the TBMR method matches very well
the all-atom calculations. The model is able to reproduce
qualitatively and quantitatively the increase in the electro-
static dipole at the conformational transition between the
strained R and 310 helical species. When the helix is
completely unfolded, the electrostatic dipole along the
stretching direction becomes negligible, as expected. Also
in this case, we compare our results to those that would come
from a RESP-based description of the electrostatics. In such
a case, already in the regime of small oscillations, the change
in the dipole is qualitatively not correct (Figure 3, inset).
Further stretching of the peptide leads to a complete failure
of the predicted values of the dipole. This is related to the
fact that RESP charges are located at the CR and C� centroids,
which do not correspond to the charge groups of the all-
atom system and which generally follow qualitatively dif-

ferent spatial motions. While the helix is being stretched,
the relative distances of the CG centroids increase, and this
leads to an increase in the distances of the positive and
negative centers of charge, that is, to an increase of the
dipole. Rather, in the all-atom system, the stretching of the
helix corresponds to a twist of the peptide bonds, which leads
to a decrease of the total dipole along the stretching direction.

Thus, our method is able to describe well the twisting of
the dipoles during helical unfolding, providing promising
ground when coupled to nontopological coarse-grained force
fields. In particular, the electrostatic description given by our
method is general and consistent with incoming structural
rearrangements of the secondary and tertiary determinants
of a macromolecule. Thus, this contribution can be easily
included in existing or future coarse-grained force fields
developed to sample complex conformational spaces in order
to address topics like protein folding and macromolecular
assembly in biological networks.

3.3. Long-Range Electrostatic Interactions at Pro-
tein-Protein Interfaces. As a final test for the TBMR
model, we have inferred its capability of reproducing long-
range electrostatic interactions at the protein-protein inter-
face in protein complexes. Thus, we apply the multipolar
method to the barnase-barstar complex (PDB code: 1BRS72),
which is known to be dominated by strong electrostatic
interactions at the protein-protein interface72 and which
structure was determined by X-ray crystallography.

Following the MM/CG protocol, the protein-protein
interface (defined as the Leu26-Val45 loop-helix motif of
barstar and the loops of barnase in contact with it) is
described at all-atom level, while the rest of the barnase/
barstar complex is described by CG centroids. The long-
range electrostatic potential on the surface of the barnase-
barstar contact appears to be qualitatively well reproduced
by TBMR, as depicted in Figure 4. In particular, it is able
to represent the strong positive potential produced by barnase,
which is functional to the long-range recognition of the
negatively charged residues present on the interacting portion
of the surface of barstar. The long-range contribution to the

Figure 3. Change of the electrostatic dipole upon structural
rearrangement. The component of the electrostatic dipole
along the longitudinal direction of a poly ala R-helical peptide
is reported upon progressive stretching. Snapshots of the
structural determinants are superimposed indicating the
progressive unfolding of the structure. The inset focuses on
the initial fluctuations around the R-helix conformation.

Figure 4. Protein-protein interactions in the barnase-barstar
complex. Panel a: overall fold structure of the complex (PDB
code: 1BRS), indicating the residues involved in the binding
at the interface. Panels b all-atom and c hybrid electrostatic
potentials are reported on a molecular surface drawn on top
of barnase and barstar, respectively.
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electrostatic potential of barstar seems to be of less impor-
tance, and such an effect is also well described by TBMR
(Figure 4).

On a general note, the TBMR method is able to represent
quite well the electrostatic potential in a coarse-grained
scheme, and for this reason it can be used in a 2-fold manner
in the field of protein-protein interaction studies: (i) in a
hybrid MM/CG simulation to refine the late stage of a
macromolecular complex formation, when the proteins are
close together, and (ii) in the early stage of the same process,
when the proteins are far apart and long-range electrostatics
plays a role in determining the right orientation for the
formation of the complex. The latter process can be studied,
for example, with full CG calculations coupled to TBMR
method.

4. Concluding Remarks

We propose a new scheme for introducing long-range
electrostatic contributions in multiscale simulations of
proteins.27,30 The topologically based multipolar reconstruc-
tion (TBMR) scheme can be generally adopted to describe
electrostatics in the coarse-grained region of hybrid multi-
scale simulations and can be further extended to full coarse-
grained simulations of protein dynamics.

We show that a multipolar expansion of the coarse-grained
residues, truncated in the present formulation to the dipolar
term, is able to capture a large part of the electrostatic
contribution in a variety of biological problems and gives
results appreciably more accurately than alternative methods
such as RESP charge fitting. The method enhances in fact
the reliability of hybrid multiscale methods at localized active
sites in enzymatic complexes where the electrostatic contri-
bution is supposed to be crucial for ligand binding recogni-
tion and for catalytic activation. It has also been shown to
describe with accuracy comparable to all-atom representation
the evolution of the dipoles during helical unfolding.
Moreover, the method is well suited for the application in
the broad field of protein-protein interaction studies. It can
be used to improve the reliability of molecular interactions
at the interface of a macromolecular complex in the
framework of hybrid multiscale simulations, whereas in full
coarse-grained simulations it can contribute in identifying
the protein-protein recognition pathway when the interacting
interface is not known a priori.

The TBMR scheme can be easily incorporated within
existing hybrid multiscale methods and can be naturally
extended to higher orders in the multipolar expansion, when
the adoption of different all-atom force fields is required. In
particular, we think that our method is particularly fit to be
usedincombinationwithmultiscalecoarse-grainingtechniques,33,34

which to date represent the most general and rigorous
approach to coarse-graining.

Finally, we foresee that coupling our model to force field-
like coarse-grained Hamiltonians will improve the reliability
of molecular simulations dealing with large structural rear-
rangements that might happen in macromolecular assembly
and protein networks dynamics. The description of nucleic
acids and lipids constituting biological membranes is also a
natural and desirable expansion of the present scheme, which

would improve the accessibility and reliability of multiscale
molecular simulations in the relevant and complex field of
DNA-protein and membrane-protein interacting networks.
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Abstract: The kinetic-trapping problem in simulating protein folding can be overcome by using
a Replica Exchange Method (REM). However, in implementing REM in molecular dynamics
simulations, synchronization between processors on parallel computers is required, and
communication between processors limits its ability to sample conformational space in a complex
system efficiently. To minimize communication between processors during the simulation, a
Serial Replica Exchange Method (SREM) has been proposed recently by Hagan et al. (J. Phys.
Chem. B 2007, 111, 1416-1423). Here, we report the implementation of this new SREM
algorithm with our physics-based united-residue (UNRES) force field. The method has been
tested on the protein 1E0L with a temperature-independent UNRES force field and on terminally
blocked deca-alanine (Ala10) and 1GAB with the recently introduced temperature-dependent
UNRES force field. With the temperature-independent force field, SREM reproduces the results
of REM but is more efficient in terms of wall-clock time and scales better on distributed-memory
machines. However, exact application of SREM to the temperature-dependent UNRES algorithm
requires the determination of a four-dimensional distribution of UNRES energy components
instead of a one-dimensional energy distribution for each temperature, which is prohibitively
expensive. Hence, we assumed that the temperature dependence of the force field can be
ignored for neighboring temperatures. This version of SREM worked for Ala10 which is a simple
system but failed to reproduce the thermodynamic results as well as regular REM on the more
complex 1GAB protein. Hence, SREM can be applied to the temperature-independent but not
to the temperature-dependent UNRES force field.

1. Introduction
For a theoretical investigation of protein structure and
protein-folding dynamics, it is essential to obtain an adequate
sampling of the potential energy surfaces of proteins.
However, it is difficult to obtain an accurate canonical
distribution from a molecular dynamics (MD) simulation at
low temperature because of the rugged energy landscapes
of proteins, although the overall shape of foldable proteins
is funnel-like.1 These energy landscapes contain many energy
barriers between local minimum-energy states in which a
simulation at low temperature is easily trapped. Overcoming
these local minima is a key to extending MD simulation to

search the conformational spaces of many proteins; therefore,
a variety of algorithms have been proposed to overcome this
trapping problem. One of them (a generalized-ensemble
algorithm2) performs a simulation based on non-Boltzmann
probability weight factors to facilitate surmounting energy
barriers by a random walk in the energy space. However,
the probability weight factors used in this generalized-
ensemble algorithm are not known a priori and must be
determined by a short trial simulation. Another algorithm,
termed the replica-exchange method (REM),3–9 is based on
the Boltzmann probability weight factor, which is known a
priori. Other names for this replica-exchange method are as
follows: replica Monte Carlo method,3 Markov Chain Monte
Carlo,4 exchange Monte Carlo Method,5 multiple Markov
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chain method,6 and parallel tempering.7 The replica-exchange
method has been tested with the pentapeptide Met-enkephalin
system8 and has been developed successfully for molecular
dynamics simulations.9

In the replica-exchange method, a set of simulations of
replicas is carried out simultaneously and independently at
different temperatures; periodically, exchanges of tempera-
tures between neighboring replicas are attempted and ac-
cepted with a well-defined acceptance probability which is
consistent with detailed balance; with an ultimate exchange
with a high temperature, the simulation at low temperature
can surmount energy barriers and thereby search a larger
portion of the conformational space of a protein. In addition
to overcoming the trapping problem in protein folding, this
method takes advantage of the use of canonical ensembles
at various temperatures to calculate the thermodynamic
characteristics of protein folding.

The replica-exchange method has proven to be a powerful
one for studying peptides and small proteins and has been
applied to investigate implicit and explicit solvent models
in different force fields.8–11 However, the REM algorithm
requires synchronization between different replicas in order
to exchange replicas (temperatures) on parallel computers.
Therefore, the slowest processor determines the overall
performance of the REM simulation. To minimize com-
munication between different processors in the REM simula-
tions, several methods12–14 have been developed to facilitate
efficient use of distributed computers. One of them is the
serial replica exchange method (SREM),14 which has been
tested successfully on the terminally blocked alanine (also
termed alanine dipeptide) solvated in 256 TIP4P water
molecules by Hagen et al.14 Because SREM can run
asynchronously on distributed computers, it is obvious that
SREM has the advantage over REM on an inhomogeneous
system. Moreover, in the production phase, SREM can be
expected to be more efficient than REM even on homoge-
neous systems for the following two reasons. First, rigorous
implementation of REM requires synchronization of trajec-
tories before a given exchange event; this implies overhead
because individual energy and force calculations do not take
exactly the same wall-clock time due to the application of
cutoff of long-range interactions and other processes running
on a given core. These differences in wall-clock time are
not substantial, but, when synchronization of hundreds or
thousands of trajectories is attempted after 10,000 or 20,000
steps and the protein studied is large, they do matter. Second,
communication overhead even on a homogeneous system
does matter when frequent communication is required, i.e.,
when the protein studied is small and many replicas are run.

In the past decade, we have been developing a physics-
based united-residue force field, hereafter refered to as
UNRES,15–21 for off-lattice protein structure simulation for
physics-based protein structure prediction. Reduction of the
complexity of the problem (i.e., of the number of interaction
sites and variables) with UNRES is necessary in order to
carry out protein-folding simulations using a reasonable
amount of computer time. However, in contrast to most
united-residue force fields which are largely knowledge-based
potentials, UNRES was carefully derived, based on the

physics of interactions, as a cluster-cumulant expansion of
the effective free energy of a protein plus the surrounding
solvent, in which the secondary degrees of freedom had been
averaged out.17,20 Moreover, temperature dependence has
been introduced recently22 into the force field to reflect the
fact that it is a restricted free energy and not a potential
energy function.

In this article, we apply this new SREM algorithm to the
UNRES force field. In section 2.1, we briefly describe
the UNRES model and force field. In section 2.2, we describe
the replica exchange method (REM). In section 2.3, we
describe the SREM algorithm briefly. In section 3, we report
the performance of our implementation of the SREM
algorithm for the �-protein 1E0L with the temperature-
independent UNRES force field and for the deca-alanine
peptide (Ala10) and 1GAB (a three-helix bundle) with the
temperature-dependent UNRES force field. We also carried
out regular REM and canonical MD simulations with the
UNRES force field for each system in order to compare their
performance with that of the SREM algorithm with the
UNRES force field under the same conditions. We observed
that, with the temperature-independent force field, the
performance of SREM is comparable to that of REM.
However, SREM could not reproduce results obtained with
REM when we tested it on 1GAB with a temperature-
dependent UNRES force field. The failure of SREM in this
test on 1GAB is attributed to the invalid calculation of the
acceptance probability based on the Metropolis criterion,
because SREM requires the probability distribution of states
as a function of energy and temperature, which is available
only in an approximate form for the temperature-dependent
version of the UNRES force field.

2. Methods

2.1. UNRES Force Field. In the UNRES model,15–28 a
polypeptide chain is represented by a sequence of R-carbon
atoms linked by virtual bonds with attached united side
chains (SC) and united peptide groups (p). Each united
peptide group is located in the middle between two consecu-
tive R-carbons. Only these united peptide groups and the
united side chains serve as interaction sites; the R-carbons
serve only to define the chain geometry, as shown in Figure
1. The UNRES force field has been derived as a restricted
free energy (RFE) function of an all-atom polypeptide chain
plus the surrounding solvent, where the all-atom energy
function is averaged over the degrees of freedom that are
lost when passing from the all-atom to the simplified system
(viz., the degrees of freedom of the solvent, the dihedral
angles for rotation about the bonds in the side chains, and
the torsional angles for rotation of the peptide groups about
the CR · · ·CR virtual bonds).20,21 The RFE is further decom-
posed into factors coming from interactions within and
between a given number of united interaction sites.20

Expansion of the factors into generalized Kubo cumulants29

enabled us to derive approximate analytical expressions for
the respective terms, including the multibody or correlation
terms, which are derived in other force fields from structural
databases or on a heuristic basis.30 The theoretical basis of
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the force field is described in detail in our earlier paper.17

The energy function is expressed by eq 122

U)wSC∑
i<j

USCiSCj
+wSCp∑

i*j

USCipj
+wpp ∑

i<j-1

Upipj
+

wtor∑
i

Utor(γi)+wtord∑
i

Utord(γi, γi+1)+wb∑
i

Ub(θi)+

wrot∑
i

Urot(RSCi
, �SCi

)

+ ∑
m)3

6

wcorr
(m) Ucorr

(m) +wbond∑
i

Ubond(di)+wSS∑
i

USS;i (1)

where USCiSCj, USCipj, and Upipj denote the effective free
energies of interaction between the side chains in water,
between the side chains and the peptide groups, and between
the peptide groups, respectively; Ubond, Ub, and Urot are the
effective potentials for stretching the virtual bonds, for
bending the virtual-bond angles, and for the energetics of
the rotameric states of virtual side chains, respectively; Utor

and Utord are torsional and double-torsional potentials for
rotation about the CR...CR virtual bonds; Ucorr

(m) , m ) 1,2,3,4,
are correlation or multibody terms pertaining to coupling
between backbone-local and backbone-electrostatic interac-
tions20 (where m denotes the order of correlation), and USS

is a term accounting for the energetics of disulfide bonds.31

Each of these terms is multiplied by an appropriate weight,
w.

The force field was initially applied to solve the protein-
structure prediction problem as that of finding the global
minimum of the effective energy function. However, re-
cently22 we realized that such an approach ignores confor-
mational entropy and, strictly speaking, corresponds to
“folding” proteins at the temperature of 0 K; therefore, we
redefined22 the protein-structure prediction problem as find-

ing the most probable conformational ensemble at temper-
atures below the folding-transition and above the glass-
transition temperature. Moreover, because UNRES is an
effective free-energy and not a potential-energy function, it
should depend on temperature explicitly. By taking advantage
of the cumulant expansion, this temperature dependence was
introduced in our recent work22 by multiplying the energy-
term weights by factors fn(T) (where T denotes absolute
temperature) defined by eq 2, where applicable

fn(T)) ln(e1 + e-1)

ln{ exp[( T
To

)n-1] + exp[-( T
To

)n-1]}
(2)

where T0 ) 300 K.
2.2. Replica Exchange Method (REM). The replica

exchange algorithm based on a molecular dynamics (MD)
method is called replica exchange molecular dynamics
(REMD).9 The basic idea of REMD is to run constant
temperature MD simulations on sequential replicas of the
system simultaneously and independently, each replica at a
different temperature {T0,T1,...,Ti,Ti+1,..,.TN}, where TN is the
maximum temperature at which an MD simulation is run.
Usually, those temperatures are arranged in increasing order,
e.g., Ti<Ti+1 (i ) 0, 1, 2,..., N-1). After every fixed number
of steps, an attempt is made to exchange temperatures of a
pair of neighboring replicas (e.g., i and i+1); the velocities
are rescaled following the change in temperature, and the
exchange processes are then repeated during MD simulations.
The neighboring replicas undergo an exchange with the
acceptance given by the Metropolis criterion

ω(XifXi+1)) { 1 ∆e 0
exp(-∆) ∆ > 0

(3)

where ω is the transition probability and

∆) (�i+1 - �i)[U(Xi)-U(Xi+1)] (4)

where �i ) 1/RTi, Ti is the temperature corresponding to the
ith replica (trajectory), Xi denotes the variables of the UNRES
conformation of the ith replica at the attempted exchange
point, and U(Xi) denotes the UNRES energy of conformation
Xi. If ∆e0, Ti and Ti+1 are exchanged; otherwise, the
exchange is accepted with probability exp(-∆). When the
temperature-dependent UNRES force field is applied, eq 4
must be replaced by eq 5;22 this result is obtained directly
by inserting the temperature-dependent energy function into
eq 14 of ref 9.

∆)-[�i+1U(Xi+1, Ti+1)- �iU(Xi+1, Ti)]+
[�i+1U(Xi, Ti+1)- �iU(Xi, Ti)] (5)

The restricted free energy U(X,T) is calculated with eq 5 of
ref 22.

To enhance sampling, in this study we used the multiplex-
ing variant of REMD introduced by Rhee and Pandé12 in
which m independent replicas are simulated at each temper-
ature; the same extension applied to serial replica exchange
is described in the next section.

2.3. Serial Replica Exchange Method (SREM). The
basic idea of the serial replica exchange method is as follows.
Let us assume that we know the potential energy distribu-

Figure 1. The UNRES model of the polypeptide chain. Dark
circles represent united peptide groups (p) and open circles
represent the CR atoms. Ellipsoids represent side chains, with
their centers of mass at the SCs. The ps are located halfway
between two consecutive CR atoms. The virtual-bond angles,
θ, the virtual-bond dihedral angles, γ, and the angles, RSC and
�SC, that define the location of a side chain with respect to
the backbone, are also indicated.
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tions, Pn(E;Tn) at the temperatures Tn (n ) 0, 1, 2,..., N).
Let us perform a constant temperature molecular dynamics
simulation at a temperature Tk, 0ekeN, for a given number
of time steps, the final energy being equal to E0. From the
energy distribution at its neighboring temperature, Tk(1 (only
Tk-1 if k ) N, and only Tk+1 if k ) 0), we sample an energy
E1

. Next, we attempt a move to this neighboring temperature,
and the move is accepted or rejected according to the
Metropolis criterion (eqs 3 and 4). If this move is accepted,
the simulation (trajectory) is continued at the new temper-
ature Tk(1 with velocities rescaled following the exchange
of temperature; otherwise, it remains at the same temperature
Tk.

Sampling an energy value from the distribution at a
neighboring temperature replaces use of the energy of the
conformation at a neighboring temperature in REM but does
not require communication with the processor running the
trajectory on a neighboring temperature, which is an obvious
advantage. On the other hand, the energy distributions at all
temperatures must be obtained prior to the production phase
of the method which makes it an adaptive method as MUCA
and, consequently, introduces an overhead to obtain the
energy distribution. Moreover, when SREM is applied to the
temperature-dependent UNRES force field, the acceptance
probability cannot be computed from eq 5 given only the
energy distributions at all temperatures; this problem is
discussed in section 2.4.

Now the question is how to obtain the energy distributions
to use in the SREM simulation. The algorithm described in
ref 14 and also implemented in our work is as follows: (i)
perform a short REM simulation to obtain the first ap-
proximate energy distribution at each temperature; (ii) with
the approximate energy distributions, perform a set of
simulations using SREM for a certain amount of time and
collect the sampled potential energies at each temperature;
(iii) update the potential energy distribution at each temper-
ature by using the sampled potential energies in step (ii);
and (iv) repeat steps (ii) and (iii) until the energy distributions
converge at each temperature.

To investigate how quickly the potential energy distribu-
tions reach equilibrium, we employ the chi-square measure
which is defined by eq 6

�2(t))∑
i)1

M (Pj i(t)-Pj i
ref)2

Pj i
ref

(6)

where Pj i(t) and Pj i
ref are the current and the reference value,

respectively, of the energy distribution at the ith bin of the
energy histogram averaged over a time window of length t,
and M is the number of bins in the energy distribution
histogram. In this article, we use the final converged energy
distributions obtained by a regular REM simulation as the
reference. The energy distributions have become converged
when �2(t) becomes stationary. After the energy distributions
converge, the update of the energy distributions can be
stopped.

To sample the energy distribution, E, we employed the
acceptance-rejection method,32 which can be summarized as
follows. Suppose that we have an arbitrary probability

distribution P(E;T) at temperature T. Let Emax, Emin, Pmax,
and Pmin denote the maximum energy, the minimum energy,
the maximum probability, and the minimum probability,
respectively, for this energy distribution. Then a point (er,
y) is generated randomly, where er is a random value between
Emax and Emin, and y is a random number between Pmax and
Pmin. If yeP(er,T), then the value er is accepted; otherwise,
it is rejected and the sampling step is repeated.

2.4. Modification of the SREM Algorithm for the
UNRES Force Field. In the original SREM algorithm,14

attempts are made to move the temperature of a simulation
randomly to its neighboring temperatures during the process.
However, this could make the simulation move more
frequently to some specific temperatures before the potential
energy distributions reach equilibrium. For example, the
simulations of Ala10 and 1E0L using this SREM algorithm
in Figure 2 show that the trajectories preferentially move to

Figure 2. Temperature distributions between replicas, ex-
pressed as average number of replicas at a given tempera-
ture. (a) Ala10 with the temperature-dependent force field and
(b) 1E0L with the temperature-independent force field, re-
spectively, in the SREM simulation without modification for
10 million steps. The temperature-independent and temper-
ature-dependent runs are placed in the same figure to show
that the bias problem that occurred in the old SREM algorithm
is caused by the algorithm itself instead of by the assumption
that U(Xi+1,Ti) is approximately equal to U(Xi+1,Ti+1)].
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low temperatures for Ala10 and to some lower temperatures
for 1E0L during the updating phase. Therefore, to avoid this
problem, we modified the original SREM algorithm as
follows: (i) the frequency of each replica (simulation) moving
(up or down) from its temperature to a neighboring temper-
ature is updated periodically during the MD simulation and
(ii) based on the “up or down” frequency for each replica,
simulation (trajectory) attempts are made to move to its
neighboring temperatures in favor of low frequency. In a
word, the distinction between the modification of SREM and
the original SREM is the different ways to move a simulation
to its neighboring temperatures: the SREM with modification
is based on the “up or down” frequency, whereas the original
SREM is based on random selection.

However, this modification gives rise to another issue: the
modification may violate the detailed balance condition
because a simulation is forced to exchange with its neighbor-
ing temperatures based on its exchange frequency instead
of by a random choice. This feature does not downgrade
the algorithm during the equilibration phase, i.e., before the

energy probability distributions converge, because the de-
tailed balance condition does not hold in SREM for non-
converged energy distributions.14 However, the detailed
balance condition should hold in the production phase when
sampling is performed with the converged energy distribu-
tions, and the modification is, therefore, not applied in the
production phase.

Another problem occurs when a temperature-dependent
force field is used with the application of the SREM to
UNRES. In the regular REM, eq 4 is simply replaced by eq
5 to compute the acceptance probability. However, the use
of eq 5 is not straightforward when SREM is performed with
a temperature-dependent force field because this requires
knowledge of both U(Xi+1,Ti+1)and U(Xi+1,Ti) and, because
U(Xi+1,Ti+1) is sampled from the energy distribution at
temperature Ti+1, the conformation Xi+1 to which it corre-
sponds is unknown. Consequently, we cannot compute
U(Xi+1,Ti) given U(Xi+1,Ti+1). Hence, in the applications
described in this paper (section 3.2), we assumed that
U(Xi+1,Ti) ≈ U(Xi+1,Ti+1). To use eq 5 accurately, we would
need to construct the joint (and hence multidimensional)
energy distribution of all groups of energy terms that depend
on temperature in the same way; then, after sampling all
energy components from the distribution at Ti+1, and by
taking advantage of eq 5 of ref 22, we could compute the
energy at temperature Ti. The energy components fall into 4
groups as far as its temperature dependence is concerned:22

(i) ∑i<jUSCi(X), ∑i+jUSCipj(X), ∑i<j-1Upipj
VDW(X), ∑iUb(θi),

∑iUrot(RSCi,�SCi), and ∑i)1
nbondUbond(di) are independent of

temperature.
(ii) ∑i<j-1Upipj

el (X) and ∑iUtor(γi) are multiplied by f2(T) of
eq 2.

(iii) Ucorr
(3) (X), Uturn

(3) (X), and ∑iUtord(γi,γi+1) are multiplied
by f3(T) of eq 2.

(iv). Ucorr
(4) (X) and Uturn

(4) (X) are multiplied by f4(T) of eq 2.
However, the construction of a four-dimensional distribu-

tion of these four groups of energy components requires a
much greater, prohibitively expensive, effort to obtain an
acceptable convergence compared to obtaining a converged
one-dimensional distribution of the total energy.

2.5. Evaluation of Thermodynamic Quantities from
Replica Exchange Simulation. To compute thermodynamic
quantities (such as the partition function, total energy, and
heat capacity) from the results of the simulations carried out
at different temperatures, the weighted histogram analysis
method (WHAM)33 was used, as described in ref 22. The
expressions for the thermodynamic quantities are given by
eqs 17-21 of ref 22.

2.6. Simulation Details. All UNRES/SREM MD simula-
tions were carried out with the Berendsen thermostat,34 the
implementation of which in UNRES/MD has been described
in our earlier papers.27,35 Consequently, the random and
stochastic forces were not included. In our earlier work,27,35,36

we have shown that Newton’s dynamics with the Berendsen
thermostat leads to faster simulated folding compared to that
of Langevin dynamics, which justifies its use in the present
work, where the purpose of the simulations was to obtain
converged thermodynamic functions and ensemble averages
and not to determine the kinetics of folding. The coupling

Figure 3. Ribbon diagrams of the experimental structures of
(a) 1E0L39and (b) 1GAB.40
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parameter for the Berendsen thermostat was assumed to be
τ ) 1 mtu (where mtu stands for molecular time unit, and 1
mtu ) 48.9 fs), as in our earlier work.35 The velocity Verlet
(VV) algorithm,37 with the variable time step extension
developed in our earlier work,28 was used, and the basic time
step in integrating the equations of motion was 5 fs. The
drawings of the structures of the proteins considered in this
work were prepared with the MOLMOL program.38

3. Results and Discussion

3.1. Test of the SREM with the Temperature-
Independent UNRES Force Field. First, we tested the
SREM algorithm on the 37-residue protein 1E0L39 using the
temperature-independent UNRES force field parametrized on
1E0L.22 As in our earlier study,22 we selected the central
28-residue fragment of this protein, which corresponds to a
three-stranded �-sheet (Figure 3a).

To generate initial approximate UNRES energy distribu-
tion functions, we ran a regular REM simulation for
1,000,000 steps using 25 replicas over a range of tempera-
tures from 200 to 500 K with 4 independent trajectories at
each temperature. The folding-transition temperature of 1E0L

with the force field used is 339 K.22 Replica exchanges were
attempted every 20,000 steps during the simulation. The
initial UNRES energy distributions at two representative
temperatures (220 and 350 K) are plotted in Figure 4a,b.
Then, 100 SREM simulations (4 independent simulations at
each temperature) were performed using the initial energy
distributions obtained from the short REM simulation. During
the SREM simulation, the energy distributions were updated
every 500,000 steps for 16,000,000 steps, after which the
updated energy distributions roughly converged. A subse-
quent SREM simulation of another 8,000,000 steps was
performed with converged energy distributions to collect the
thermodynamic data. To compare the results with the REM
and canonical MD, we also ran regular REM simulations
and canonical MD simulations at 25 temperatures with 4
independent trajectories at each temperature for 24,000,000
steps.

The converged UNRES energy distributions of the SREM
simulations at each temperature nearly converged to those
of the REM simulations. For example, the converged UNRES
energy distributions of the SREM and REM simulations at
two representative temperatures (220 and 350 K) are plotted

Figure 4. The UNRES energy distributions for 1E0L at two representative temperatures, 220 and 350 K (with the temperature-
independent force field);22 curves in the top panels correspond to the initial rough UNRES energy distributions from the trial
REM simulations for 1,000,000 steps at (a) 220 K and (b) 350 K; curves in the bottom panels correspond to the converged
UNRES energy distributions from the REM (black), SREM (red), and canonical MD (blue) simulations at the two representative
temperatures (c) 220 K and (d) 350 K.
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in Figure 4c,d; the black curves show the converged UNRES
energy distributions obtained from the REM run, and the
red curves show the converged UNRES energy distributions
obtained from the SREM run. However, we observed that
the converged UNRES energy distributions from the canoni-
cal MD simulations (blue curves) at low temperatures did
not converge to those of the REM simulation, but they
converged to those of the REM simulation only at high
temperatures. For example, at T ) 220 K, the plot of the
converged UNRES energy distribution obtained from the
canonical MD run has two peaks (one in the low-energy
region and the other in the high-energy region, and the high-

energy region made a major contribution to the energy
distribution; Figure 4c), which means that canonical MD
simulations are trapped in the high-energy region, whereas
the canonical MD simulation at 350 K avoided this trapping
in the high-energy region.

The convergence of the UNRES energy distributions of
the REM, SREM, and canonical MD simulations was
assessed quantitatively by using the �2(t) measure defined
in eq 6, at these two representative temperatures, 220 and
350 K. The values of �2(t) are plotted against the simulation
time in Figure 5. At high temperature in Figure 5b, T ) 350
K, the values of �2(t) of the canonical MD and SREM
simulations have nearly converged to that of the REM
simulation after 16 million steps. At lower temperature, T
) 220 K, the �2 values of only the SREM simulation has
converged to that of the REM simulation, but the �2 values
of the canonical MD simulation has not converged to them,
which confirms that the canonical MD simulation at lower
temperature is trapped (see Figure 4c). To investigate the
convergence properties of the SREM UNRES energy dis-
tributions at all 25 temperatures, all the simulations and the
�2 values are averaged over all 25 temperatures, and the
results are shown in Figure 6. The �2 result in Figure 6 shows
that the convergence properties of REM and SREM are the
same for all temperatures as those at two representative
temperatures, 220 and 350 K (Figure 5), and the averaged
result of the canonical MD simulations has not converged
yet because of the poor convergence behavior at lower
temperatures.

To investigate the thermodynamic properties in these
simulations, we have plotted heat-capacity curves. The
ensemble averages of the heat capacity calculated from

Figure 5. Convergence measure of the UNRES energy
distributions for the REM (diamonds), SREM (squares), and
canonical MD (triangles) simulations of 1E0L, at temperature
(a) 220 K and (b) 350 K (with the temperature-independent
force field),22 as a function of the simulation time. The �2

curves are plotted by using the converged UNRES energy
distributions from the REM run for 24,000,000 steps as the
reference.

Figure 6. Convergence measure of the UNRES energy
distributions for REM (diamonds), SREM (squares), and
canonical MD (triangles) simulations of 1E0L as a function of
the simulation time with the temperature-independent force
field.22 The �2 curves are plotted by using the converged
UNRES energy distributions from the regular REM run for
24,000,000 steps as the reference, and the �2 values are
averaged over 25 temperatures.
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SREM, REM, and canonical MD simulations converge in
20,000,000 steps. The heat capacities, calculated for these
simulations with 4 million consecutive steps/trajectories, are
shown in Figure 7a-c. When the results of the converged
heat capacities obtained from the REM, SREM, and canoni-
cal MD simulations were compared, it was observed that
the two heat capacity curves of the REM and SREM nearly
fit to each other, whereas the heat capacity curve of the
canonical MD is obviously shifted from these curves (in
Figure 7d).

3.2. Test of the SREM with the Temperature-
Dependent UNRES Force Field. To test the SREM with
the temperature-dependent UNRES force field,22 we first
chose a simple system, a ten-residue polyalanine (Ala10)
chain. The folding-transition temperature of Ala10 with the
force field used is 311 K. To obtain initial energy distribution
functions, we ran a regular REM simulation (it should be

noted that eq 4 is replaced by eq 5 in the regular REM run
with the temperature-dependent force field) for 400,000 steps
using 20 replicas over a range of temperatures from 200 to
440 K with 1 trajectory per temperature. Replica exchanges
were attempted every 10,000 steps during the simulation.
Then, 20 SREM simulations (1 simulation per temperature)
were performed using the energy distributions obtained from
the initial REM simulation. Next, the energy distributions
were updated every 400,000 steps for 10,000,000 steps, at
which point the UNRES energy distributions became roughly
steady, which indicates that they converged. A subsequent
SREM simulation of another 10,000,000 steps was performed
with converged energy distributions to collect the thermo-
dynamic data. To compare the SREM to the REM and the
canonical MD simulations, we also ran a regular REM
simulation and a canonical MD simulation at 20 temperatures

Figure 7. Plots of heat capacity using 4,000,000 MD consecutive steps/trajectory windows taken from (a) the REM run, (b) the
SREM run, and (c) the canonical MD run of 1E0L with the optimized force field (the temperature-independent force field).22 The
curves in parts (a)-(c) are colored from red to blue according to the number of MD steps; the color codes are shown in the color
bar with numbers indicating the number of millions of MD steps. (d) Two converged heat capacities are obtained from the REM
(black) and SREM (red) simulations, and the obvious shift of the heat capacity is obtained from the canonical MD (blue) simulation.
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also for 20,000,000 steps each with 1 trajectory per
temperature.

The initial UNRES energy distributions obtained from the
trial REM simulation at two representative temperatures (210
and 280 K) are plotted in Figure 8a,b. During the updating
phase in the SREM simulation, the energy distributions
obtained from the SREM simulation of 10,000,000 steps have
nearly converged to those of the REM simulation (see Figure
8c,d). The results show that the converged UNRES energy
distributions of the REM, MD, and SREM simulations, at
low and high temperatures, fit each other very well, and no
trapping problem was observed in the MD runs at other low
temperatures.

The convergence properties of the energy distributions
obtained from the REM, SREM, and canonical MD simula-

tions, by using the �2(t) measure, defined in eq 6, were
assessed quantitatively at two representative temperatures,
210 and 280 K. Plots of �2(t) against simulation time are
shown in Figure 9. From Figure 9, it is observed that the �2

values for SREM and canonical MD at temperatures 210
and 280 K converge very well to those of the REM. The
convergence properties of the energy distributions obtained
from SREM, canonical MD, and REM, averaged over 20
temperatures, are shown in Figure 10, which illustrates the
same behavior (averaged over all temperatures) as those at
the two representative temperatures, 210 and 280 K (Figure
9).

To investigate the thermodynamic properties from these
simulations, heat-capacity curves for Ala10 were plotted. Heat
capacities were calculated for those simulations using 2

Figure 8. The UNRES energy distributions for Ala10 at two representative temperatures, 210 and 280 K (with the temperature-
dependent force field):22 curves in the top panels correspond to the initial rough UNRES energy distributions for the trial REM
simulation for 400,000 steps at temperatures (a) 210 K and (b) 280 K. Curves in the bottom panels correspond to the converged
UNRES energy distributions at temperatures (c) 210 K and (d) 280 K obtained from the REM (black), SREM (red), and canonical
MD (blue) simulations.
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million consecutive steps per trajectory, which are shown
in Figure 11a-c. The ensemble averages of the heat capacity
calculated from the SREM, REM, and canonical MD
converged in 12,000,000 steps. When the results of the
converged heat capacities obtained from REM, SREM, and
canonical MD simulations were compared, it was observed
that the three heat capacities for REM, MD, and SREM fit
each other very well (as shown in Figure 11d).

However, the Ala10 system is a simple one, so that even
canonical MD simulations give as good results as REM does
with the temperature dependent force field. Hence, we tried
to test SREM on a more complex protein system, 1GAB
(see Figure 3b), but we were not able to obtain good results,
as shown in Figures 12 and 13. From Figure 12, it is
observed, at low temperature (i.e., T ) 220 K), that the
maximum of the UNRES energy distribution obtained from
SREM is shifted to higher energies compared to that obtained
from REM, while the plot of the UNRES energy distribution
obtained from the canonical MD run has two peaks (one in
the low-energy region and the other in the high-energy
region, and the high-energy region made a major contribution
to the energy distribution; Figure 12a). The �2 result in Figure
12b shows that the averaged results of the SREM and the
canonical MD simulations have not converged to that of the
REM simulation because of the poor convergence behavior
at lower temperatures. Heat capacities were calculated for
those simulations using 4 million consecutive steps per
trajectory, which are shown in Figure 13a-c. The ensemble
average of the heat capacity calculated from the REM
converges in 12,000,000 steps, but the results from the SREM
and canonical MD did not converge even in 20,000,000 steps.
From Figure 13d, the heat capacities obtained from the
SREM and canonical MD simulations for 20,000,000 steps
have broad and multiple peaks around the transition
temperature.

Therefore, SREM has failed to reproduce the thermody-
namics of folding of 1GAB with the temperature-dependent
UNRES force field because of the invalid calculation of the
acceptance probability in eq 4 for SREM. Apparently, the
assumption that U(Xi+1,Ti) ≈ U(Xi+1,Ti+1) (see section 2.4)
works for the simple Ala10 system but does not work for a

Figure 9. Convergence measure of the UNRES energy
distributions for the REM (diamonds), SREM (squares), and
canonical MD (triangles) simulations of Ala10 at temperatures
(a) 210 K and (b) 280 K, as a function of the simulation time
with the temperature-dependent force field.22 The �2 curves
are plotted by using the converged UNRES energy distribu-
tions from the regular REM run for 20,000,000 steps as the
reference.

Figure 10. Convergence measure of the UNRES energy
distributions for the REM (diamonds), SREM (squares), and
canonical MD (triangles) simulations of Ala10 as a function of
the simulation time with the temperature-dependent force
field.22 The �2 curves are plotted by using the converged
UNRES energy distributions from the regular REM run for
20,000,000 steps as the reference, and the �2 values are
averaged over all 20 temperatures.

Serial Replica Exchange Method J. Chem. Theory Comput., Vol. 4, No. 8, 2008 1395



more complicated 1GAB system. As mentioned in section
2.4, accurate application of eq 5 would require the determi-
nation of a four-dimensional distribution of the UNRES
energy components which share the same temperature
dependence. Consequently, the advantage of minimizing the
cost of communication between processors in the SREM
algorithm is overwhelmed by the additional cost to obtain a
converged distribution of energy components. Therefore,
SREM is applicable only to our temperature-independent
UNRES force field.

3.3. Parallel Performance of SREM. To check the
performance of SREM, we compared it with REM under
the same simulation conditions. During the simulation of
1E0L with a temperature-independent UNRES force field,

REM and SREM were run for 20 million steps, and REM
spent 10706 s while SREM used 9929 s to finish. During
the simulation of polyalanine (Ala10) with the temperature-
dependent UNRES force field, REM and SREM were run
for 20 million steps, and REM spent 101820 s while SREM
used 99864 s to finish.

We also carried out a benchmark assessment of the SREM
code using the Cray XT3 computer at the Pittsburgh
Supercomputer Center. Weak scaling data, obtained by
holding the per-node computational work constant (500,000
steps of MD) for SREM simulations (UNRES/SREM) using
the Ala10 system, are presented. For comparison, a set of
regular REM simulations (UNRES/REM) carried out using
the Cray XT3 computer with synchronization for the same

Figure 11. Plots of heat capacity using 2,000,000 consecutive MD steps per trajectory taken from (a) the REM run, (b) the
SREM run, and (c) the canonical MD run of Ala10 with the temperature-dependent force field.22 The curves in parts (a)-(c) are
colored from red to blue according to the number of MD steps; the color codes are shown in the color bar with numbers indicating
the number of millions of MD steps. (d) Three separate converged heat capacities obtained from the REM (black), SREM (red),
and canonical MD (blue) simulations.
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system (Ala10) is presented. Those data are given in Table
1, which shows that the time (i.e., setup time, total time,
and nonsetup time) of the SREM simulations and REM
simulations changes with a given number of processors.
Nonsetup time in the table is the difference between the total
time and the setup time. It is straightforward to compare the
parallel performance of the SREM simulations and regular
REM by plotting the nonsetup time of the simulations against
the number of processors (see Figure 14). From the results
(Table 1 and Figure 14), we observe that the nonsetup time

of the SREM simulations increases slightly with increasing
number of processors, whereas the nonsetup time of the REM
simulations increases significantly with increasing number
of processors. Speedup curves, calculated from the weak
scaling data in Table 1 by applying eq 7, are shown in Figure
15

s(4n)) 4n
tn-s(4)

tn-s(4n)
(7)

where s(4n) and tn-s(4n) are the speed-up and the nonsetup
time with 4n processors, respectively, given the same per-
processor work load; the calculations were always carried
out with a multiple of 4 processors.

We found that the increasing number of processors does
not affect the efficiency of SREM but does decrease the
efficiency of regular REM, which is shown in Figure 15.
Therefore, we can conclude that the parallel performance
for SREM is better than that for regular REM at this time.

4. Conclusions

We have implemented UNRES/SREM and tested it on three
systems: 1E0L with the temperature-independent and Ala10

and 1GAB with the temperature-dependent force fields. By
checking the convergence properties of the energy distribu-
tions and the thermodynamic properties of 1E0L, calculated
from REM and SREM, we have demonstrated that SREM
can reproduce the results of REM, while the canonical MD
cannot, which means that the SREM algorithm is comparable
to regular REM with the temperature-independent UNRES
force field. For two simple systems studied, 1E0L and Ala10,
SREM turned out to be more efficient than REM. However,
the data from section 3.3 indicate that the gain in wall-clock
time is rather incremental than substantial. Moreover, SREM
has the adaptive phase in which energy distributions are
constructed, which can take a long time for a larger system.

With the temperature-dependent UNRES force field,
SREM can be applicable to some simple systems such as
Ala10, but Ala10 is so simple that MD simulations can
reproduce the same results as that of REM. To check the
performance of SREM with our temperature-dependent
UNRES force field, we used 1GAB as the target, but SREM
failed to produce good results for this protein because of
too-crude an estimation of the acceptance probability under
the necessary assumption that the change of the effective
energy can be neglected when moving from a current
temperature to a neighboring temperature. SREM showed
the same poor convergence behavior as canonical MD
(Figures 12 and 13). One possible solution would be to use
the distribution of groups of energy terms which share
common temperature dependences instead of the distribution
of energy. This modification would, however, kill the
advantage of the SREM algorithm over the regular REM
algorithm because of the enormous amount of time required
to obtain a converged multidimensional distribution of energy
components. Another possible solution is to create a database
of [E(Ti-1), E(Ti), E(Ti+1)] triples instead of an energy
distribution to sample an energy and translate it to the energy
at a neighboring temperature; this is correct in principle, but

Figure 12. (a) The UNRES energy distribution for 1GAB at
a temperature 220 K with the temperature-dependent force
field.22 The black, red, and blue curves show the UNRES
energy distributions obtained from the REM, SREM, and
canonical MD simulations for 20 million steps, respectively.
(b) Convergence measure of the UNRES energy distributions
for the REM (diamonds), SREM (squares), and canonical MD
(triangles) simulations of 1GAB as a function of the simulation
time. The �2 curves are plotted by using the converged
UNRES energy distributions from the regular REM run for
20,000,000 steps as the reference, and the �2 values are
averaged over all 20 temperatures.
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Figure 13. Plots of heat capacity using 4,000,000 consecutive MD steps per trajectory taken from (a) the REM run, (b) the
SREM run, and (c) the canonical MD run of 1GAB with the temperature-dependent force field.22 The curves in parts (a)-(c) are
colored from red to blue according to the number of MD steps; the color codes are shown in the color bar with numbers indicating
the number of millions of MD steps. (d) Three separated heat capacities obtained from the REM (black), SREM (red), and
canonical MD (blue) simulations.

Table 1. Weak Scaling Data of UNRES REM and UNRES SREM for Ala10 Using the Cray XT3 Computer at the Pittsburgh
Supercomputer Center

UNRES/REM UNRES/SREM

no. of processors setup time [s] total time [s] nonsetup time [s] setup time [s] total time [s] nonsetup time [s]

4 0.14 67.15 67.01 0.16 88.57 88.41
8 0.17 66.75 66.58 0.17 88.35 88.18
16 0.24 68.11 67.87 0.24 87.51 87.27
32 0.40 67.52 67.12 0.47 88.17 87.70
64 0.61 68.77 68.16 0.66 89.85 89.19
128 1.07 69.75 68.68 1.15 88.73 87.58
256 2.05 73.87 71.82 2.29 89.28 86.99
512 3.94 78.74 74.80 4.20 94.99 90.79
1024 7.64 94.14 86.50 8.65 97.58 88.93
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a problem here might be the large size of such a database.
Assuming that 20 trajectories are run at different tempera-
tures, and 500 most recent snapshots are saved from each
(as in our study), giving 30,000 energy values to store, which
is a reasonable size, this database will grow rapidly with
the number of trajectories and number of snapshots to store,
which is often necessary to treat larger systems. Therefore,
SREM can be applied in a straightforward way only with

our temperature-independent UNRES force field but not with
our temperature-dependent one.
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Abstract: Based on the binding energies at high levels of ab initio theory including coupled
cluster theory at the complete basis limit, we show that cyameluric acid (C6N7O3H3) is a potent
receptor for ClO4

- and NO3
- anions through the anion-π interactions. In contrast, cyanuric acid

(C3N3O3H3) binds Cl-, NO3
-, and ClO4

- with the hydrogen bonding type structures, while their
anion-π type structures show slightly weaker binding. Consequently, the cyameluric acid having
the C3h symmetric C6N7 nucleus with electron withdrawing oxygen atoms is a novel anion-π
type receptor for trigonal-planar and tetrahedral anions. The structures of the cyameluric acid
interacting with Cl- and ClO4

- are considered as the π stacking type. For the cyameluric acid
interacting with NO3

-, the π(edge) type complex is only slightly more favored over the π(stack)
type in the gas phase, but the π(stack) type is likely to be as stable as the π(edge) type in the
solvent phase.

Introduction

As π-rings are involved in diverse types of π-interactions1

(π-π interactions,2–7 H-π interactions,8–10 cation-π interac-
tions,11,12 and anion-π interactions13–15), understanding these
interactions are essential for studying protein structures,8,16

nucleic acids structures,17 carbon nanotube structures,18

crystal packing,19 molecular/biomolecular recognition,20 and
functional molecular/material systems.21 Indeed, there have
been numerous studies on π-interations.22–24 However, as
compared with other types of π-interactions, the anion-π
interactions have been investigated very recently. Neverthe-
less, in the past few years, considerable progress has been
made both theoretically and experimentally on the roles of
anion-π interactions in supramolecular chemistry.13–15 Re-
cently, anion-π interactions have been extensively investi-
gated for the host architecture and supramolecular self-
assembly. In addition, anion-π interactions have been used
for the design and synthesis of an anion host as anion
recognition.15 In this regard, we have been interested in
designing a new type of anion receptors which utilize the
anion-π interactions.

Cyclic C3N3 nucleus systems are known to be a remarkable
unit for supramolecular assembly.25 Because of the partially

positive charge on C atoms of cyclic C3N3 type molecule
with D3h symmetry, one might expect that the cyclic C3N3

nucleus systems could interact favorably with trigonal-planar
anions. In this regard, it would be interesting to investigate
if cyclic C6N7 nucleus systems would be a template for the
construction of tripodal and cylindrophane molecular systems
for the recognition of trigonal-planar and tetrahedral anions.
C6N7 nucleus systems are also well-known as the building
blocks of the diamondlike graphitic carbon(IV) nitrides26 and
as the burn-rate suppressants for solid rocket propellants.27

Toward this direction, using high level ab initio calcula-
tions, we here investigate how the keto forms of cyanuric
acid (1: C3N3O3H3) with the C3N3 nucleus and the cyameluric
acid (2: C6N7O3H3)28,29 with the C6N7 nucleus (in Figure 1)
interact with a halide anion (Cl-), a trigonal-planar anion
(NO3

-), and a tetrahedral anion (ClO4
-). Indeed, we find

that 2 is a novel anion receptor moiety which binds trigonal-
planar or tetrahedral anions through the anion-π interaction.
Cyanuric acid and cyameluric acid have five and seventeen
tautomeric forms, respectively. In the gas phase, 1 and 2
are the most stable keto forms among the tautomers of
cyanuric acid and cyameluric acid, respectively, and these
keto forms are likely to remain stable in water and metha-
nol.28 Recently, it is experimentally noted that the keto form
of cyameluric acid is favored in the crystal.29 Furthermore,* Corresponding author e-mail: kim@postech.ac.kr.
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in consideration of the futuristic synthetic functionalization
of the hydrogen atoms with the functional groups that could
enhance the binding affinity of the trigonal-planar and
tetrahedral oxyanions, we have chosen 1 and 2. This will
enable us to understand the strength of the anion-π interaction
in the anion complexed with the tripodal based receptors
consisting of cyameluric acid ring template.

Calculation Methods

We performed ab initio calculations using Gaussian 03 and
Molpro programs.30 The initial structures were optimized by
using Møller-Plesset second-order perturbation theory (MP2)
with the 6-31+G* basis set and then optimized at the MP2
level of theory with the aug-cc-pVDZ (abbreviated as aVDZ)
basis set. To confirm their minimum energy structures, the
frequency analysis was done at the MP2/aVDZ level of
theory. Then, the low lying energy structures were fully
optimized on the potential surfaces that are corrected for basis
set superposition error (BSSE) using the counterpoise (CP)
method of Boys and Bernardi31 for the complexes of 1.
However, these BSSE corrected geometries were obtained
by optimizing only the vertical distances of the anion from
the ring plane with the fixed monomer geometries using the
CP method for the 2-anion complexes. The effects of the
inclusion of higher level of correlation energies were
examined by performing the coupled cluster calculations with
single and double excitations (CCSD) and the CCSD with
perturbative triple excitations [CCSD(T)] using the aVDZ
basis set on the BSSE corrected MP2/aVDZ optimized
geometries. Then, the MP2/aug-cc-pVTZ (abbreviated as
aVTZ) calculations were carried out, and the complete basis
set (CBS) limit interaction energies at the MP2 level were
obtained based on the extrapolation method exploiting that
the electron correlation energy is proportional to N-3 for
the aug-cc-pVNZ basis set.32,33 For 1 interacting with Cl-,
the CCSD(T)/aVTZ calculations were performed, and the
CBS limit interaction energies at the CCSD(T) level [CCS-
D(T)/CBS] were evaluated. These CCSD(T)/CBS binding
energies (which were evaluated by extrapolating the aVDZ
and aVTZ values) are found to be very close to the CCSD(T)/
CBS* binding energies which were evaluated from the MP2/
CBS binding energies simply by adding the difference
between the MP2/aVDZ and CCSD(T)/aVDZ binding ener-
gies (without the CCSD(T)/ aVTZ value).32 Owing to the
large size of NO3

- and ClO4
-, these interaction energies

with 1 are reported with the CCSD(T)/CBS* binding
energies. Using the MP2/aVDZ zero point energies (ZPE)

and thermal energies, the ZPE-corrected interaction energies
(∆E0), enthalpies (∆H298 at 1 atm), and free energies (∆G298

at 1 atm) at 298 K were evaluated. The natural bond orbital
(NBO) charges were obtained at the MP2/aVDZ level. In
the case of 2 interacting with anions, we evaluated the MP2/
CBS and CCSD/CBS* values (but not the CCSD(T)/CBS*
values due to their large size). To evaluate the interaction
energies in the condensed phase, single point energy calcula-
tions were performed using self-consistent reaction field
(SCRF) theory with the isodensity surface polarized con-
tinuum model (IPCM)34 at the MP2/aVDZ level. The solvent
dielectric constant used for water is 78.

To understand the nature of the interaction energies, we
analyzed the energy components [Ees: electrostatic energy,
Eind*: effective induction energy including the induction-
induced exchange energy and the contribution of third and
higher order on the uncorrelated level (∆Eind* ) ∆Eind +
∆Eexch-ind + ∆Eint,HF), Edisp*: effective dispersion energy
including the dispersion-induced exchange energy (∆Edisp*

) ∆Edisp + ∆Eexch-disp), and Eexch*: effective exchange
repulsion energy with the induction-induced and dispersion-
induced exchange energies excluded (∆Eexch* ) ∆Eexch -
∆Eexch-ind - ∆Eexch-disp)]. The symmetry adapted perturbation
theory (SAPT)35 combined with density functional theory
(DFT) for monomer properties, called DFT-SAPT by Hes-
selmann et al.,36 is known to yield reliable energy compo-
nents with the asymptotically corrected PBE0 (PBE0AC)
exchange-correlation (xc) functional. Using the density-fitting
(DF) approximation, SAPT calculations can be successfully
performed on medium sized systems. In the present study,
the PBE0AC xc functional with the ALDA xc kernel was
used. In the DF-DFT-SAPT calculations, a purely local
ALDA xc kernel was used for hybrid xc functionals.37 The
aVDZ set was used as the atomic basis set, and the cc-pVTZ
MP2-fitting set was employed for the DF approximations.

Results and Discussion

Figure 2 shows optimized structures of 1 interacting with
Cl-, NO3

-, and ClO4
-. Those anions can interact with 1 in

either the hydrogen bonding type [H-type] or the anion-π
type [π-type]. For 1-Cl-, the covalent bonding type of

Figure 1. NBO charges (au) of cyanuric acids (1: C3N3O3H3)
and cyameluric acids (2: C6N7O3H3).

Figure 2. Structures of the 1-Cl-[π, H], 1-NO3
-[π(s: stack),

π(e: edge), π′, Hπ], and 1-ClO4
-[π(s), π(e), π′, Hπ] complexes.
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complex (where an anion attacks a partially positive carbon
atom of π system, resulting in transformation from the sp2

to sp3 hybrid orbital) is not observed. For the complexes of
1 with NO3

- and ClO4
-, the H-type is combined with the

π-type [Hπ-type]. In the case of π-type, three different
isomers [π(stack), π(edge), and π′ types] are observed.
1-NO3

-[π′] and 1-ClO4
-[π(edge)] complexes with one small

imaginary frequencies would be the transition states of the
Hπ-type. 1-ClO4

-[π′] has three imaginary frequencies. Other
optimized geometries are the local or global minima geom-
etries. Similar structural and energetic studies for the case
of s-triazine with NO3

- and BF4
- have been done by other

groups.38 We have listed the CBS limit interaction energies
(∆Ee) at the MP2/CCSD/CCSD(T) level in Table 1. The ∆E0,
∆H298 and ∆G298 are obtained from the CCSD(T)/CBS*
binding energies with the MP2/aVDZ ZPE and thermal
energies corrections (Table 2). In tables and figures, π(stack)/
π(edge) will be simply denoted as π(s)/π(e) for brevity.

At the MP2/CBS* level of theory, the π(edge)-type
complex is 0.3 kcal/mol more stable than the π(stack)-type
for 1-NO3

-, while the π(stack)-type is 0.5 kcal/mol more
stable than the π(edge)-type for 1-ClO4

-. For 1-ClO4
-,

however, the π(edge)-type is 0.1 kcal/mol more stable than
the π(stack)-type at the CCSD(T)/CBS* level of theory. For
the complexes of 1 with Cl-, NO3

-, and ClO4
-, the

interaction energies of the H(π)-type complexes are lower
than the most stable π-type complexes by 3.2, 4.2, and 1.5
kcal/mol at the CCSD(T)/CBS* level, respectively. For Cl-,
the interaction energy for the H-type/π-type is -19.27/
-22.87 kcal/mol at the CCSD(T)/CBS level and -19.45/

-22.62 kcal/mol at the CCSD(T)/CBS* level, showing that
both CBS and CBS* values are almost the same. In Table
1, the MP2/CBS interaction energies are close to the
CCSD(T)/CBS* values, while the CCSD/CBS* values are
slightly underestimated but consistently lower than the
CCSD(T)/CBS* values. In this regard, in the case of 2
interacting with the anions, we report the CCSD/CBS*
energies.

For 1-Cl-/NO3
-/ClO4

- complexes, ∆∆E0 [∆E0(π-
type)s∆E0(H(π)-type)] is 4.7/5.2/1.7 kcal/mol, and ∆∆G298

[∆G298(π-type)s∆G298(H(π)-type)] is 6.0/6.0/3.8 kcal/mol,
respectively. Therefore, for all the three cases, the H(π) types
are much more stable.

The MP2/aVDZ optimized geometry of 1-Cl-[π] shows
that the ring plane is significantly distorted with the
C-N-C-N torsion angles of 21° in Figure 3a, which is in
good agreement with the value (20°) at the CCSD/aVDZ
level. This ring distortion is due to the partial change in the
hybrdization from sp2 to sp3 of both peripheral carbon and
nitrogen atoms. Since 1 does not show strong electron
delocalization in contrast to the aromatic ring systems, 1 can

Table 1. Intermolecular Distances (R in Å) and Interaction Energies (∆Ee in kcal/mol) for the 1-Anion Complexesa

MP2 CCSD CCSD(T)

R aVDZ aVTZ CBS aVDZ CBS* aVDZ CBS*

Cl-

π 2.94 -18.00 -18.91 -19.29 -17.57 -18.86 -18.16 -19.45
H 1.84 -21.74 -22.92 -23.41 -19.61 -21.28 -20.94 -22.62
NO3

-

π(s) 2.90 -15.14 -16.63 -17.25 -13.61 -15.71 -14.94 -17.05
π(e) 2.56 -16.72 -17.33 -17.59 -16.32 -17.20 -17.13 -18.01
π′ 2.64 -15.92 -16.63 -16.92 -14.74 -15.75 -15.87 -16.88
Hπ 1.55 -21.56 -22.20 -22.47 -20.16 -21.07 -21.38 -22.29
ClO4

-

π(s) 2.78 -14.02 -14.59 -14.84 -12.02 -12.84 -13.37 -14.19
π(e) 2.55 -13.05 -13.95 -14.32 -11.96 -13.24 -13.02 -14.29
π′ 2.51 -11.54 -12.22 -12.51
Hπ 1.73 -15.05 -15.60 -15.84 -13.95 -14.73 -15.00 -15.78

a The BSSE-corrected MP2/CBS and CCSD(T)/CBS energies were estimated based on the extrapolation method exploiting that the
electron correlation energy is proportional to N-3 for the aVNZ basis set. The CCSD(T)/CBS* energies were estimated using [ECCSD/CBS )
EMP2/CBS + (ECCSD/aVDZ - EMP2/aVDZ)]. R is either the vertical distance from the ion to the ring plane of 1 (for π complexes) or the shortest
H-bond distance from the ion to the N atom of 1 (for H complexes). In the case of 1-Cl-, we also calculated the CCSD(T)/aVTZ energies
(-18.94/-22.30 kcal/mol for π-type/H-type). By using these aVTZ values, the extrapolated CCSD(T)/CBS energies for the π-type/H-type are
-19.27/-22.87 kcal/mol, which are very close to the CCSD(T)/CBS* energies (-19.45/-22.62 kcal/mol). Structures NO3

-:π′ and ClO4
-:π(e)

are transition states, and structure ClO4
-:π′ is a saddle point with three imaginary frequencies.

Table 2. Thermodynamic Quantities (in kcal/mol at the
CCSD(T)/CBS* Level) for the 1-Anion Complexes

Cl- NO3
- ClO4

-

π H π(s) π(e) Hπ π(s) Hπ

∆E0 -18.95 -23.64 -16.27 -17.18 -22.40 -13.46 -15.12
∆H298 -19.15 -23.81 -15.92 -16.77 -22.01 -13.03 -14.62
∆G298 -12.15 -18.13 -4.99 -7.52 -13.54 -3.45 -7.26

Figure 3. The C-N-C-N torsion angles (τ: dihedral angles)
in the optimized geometries of 1-Cl-(a), Cl--1-1-Cl-(b), and
Cl--1-Cl-(c).

C6N7O3H3 as Anion-π Type Receptor for ClO4
- and NO3
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be easily distorted when interacting with a highly electro-
negative anion. However, in the crystal structures of cyanuric
acid nucleus that shows favorable anion-π interactions with
anions, the planarity of the ring is well restored. For example,
the crystal structure of Fe-pseudocryptand [CCDC No.
623175] in which the cyanuric acid nucleus interacts with
Cl- through the anion-π interactions39 shows the C-N-C-N
torsion angle of 8° (see the Supporting Information). Here,
the cyanuric acid ring plane interacts with Cl- in one side,
with another cyanuric acid ring plane in the other side
through the π-π interactions, forming an anion-π-π-anion
complex. Another crystal structure of the cyanuric acid with
Cl- is found to have the Cl--1-Cl- complex with the
C-N-C-N dihedral angle of 0°.40 In the MP2 calculated
geometries of the Cl--1-1-Cl- complex and the Cl--1-Cl-

complex, the C-N-C-N torsion angle is 13° and 0°,
respectively, which is in good agreement with the crystal
structures. Therefore, the difference between the calculated
geometry of the isolated 1-Cl- complex and the X-ray
strcuture in the crystal form arises from the fact that the X-ray
structure is for the condensed phase, while the calculated
structure is for the isolated molecule in the gas phase.

Table 3 shows the DFT-SAPT interaction energy com-
ponents. It should be noted that ∆Esapt is the interaction
energy between individual monomers on the complex
geometries. Upon the complexation with an anion, there are
some deformations in geometries of the π-rings and anions.
At the CCSD(T)/aVDZ level, ∆Edeform for the H-type/Hπ-
type of 1-Cl-/NO3

- complex is 5.1/4.6 kcal/mol. What
distinguishes the interactions between the H(π)-type and the
π-type is the magnitude of the induction energies and
dispersion energies. In the case of the H(π)-type, the
induction contribution (38/34/30% for Cl-/NO3

-/ClO4
-) to

the total attractive interaction energies (∆Ees + ∆Eind* +
∆Edisp*) is much larger than that for the π-type (19/20/17%),
while the dispersion contribution (10/11/16%) is much
smaller than that for the π-type (16/21/28%). The electro-
static energy components of both the H(π)-type (51/54/54%
for Cl-/NO3

-/ClO4
-) and the π-type (65/60/55%) are large.

Owing to the large diffuse nature of the electron cloud in
the anionic systems, the magnitude of the exchange repulsion
energies in these anion complexes, which is similar to the

magnitude of the electrostatic interaction energy, is substan-
tially larger than that in the case of the complexes involving
cations.12f

Since the structure of 1 with D3h symmetry has a highly
positive charge on each C atom (0.87 au) due to the
neighboring N atoms (with larger electronegativity than the
C atom) and the electron withdrawing substituents of )O
(Figure 1), it favors interacting with trigonal-planar and
tetrahedral anions. Similarly, we note that the structure of 2
with C3h symmetry also has highly positive charge on each
C1 carbon atom (0.70 au) surrounded by three N atoms
including the centroid N atom (-0.54 au) and on each C2
carbon atom (0.85 au) surrounded by two N atoms and one
)O atom. Therefore, we can expect that 2 would be a novel
anion receptor recognizing trigonal-planar and tetrahedral
anions.

Figure 4 shows the optimized structures of 2-complexes
interacting with Cl-, NO3

-, and ClO4
-, and Table 4 lists

the CBS interaction energies and the SAPT interaction energy
components.

Table 3. DFT-SAPT (Density Fitting) Interaction Energy
Components (kcal/mol) for the 1-Anion Complexesa

Cl- NO3
- ClO4

-

π H π(s) π(e) Hπ π(s) Hπ

∆Eint -17.40 -21.22 -13.85 -15.61 -20.02 -11.77 -14.07
∆Edeform 2.91 5.10 1.99 2.46 4.60 1.83 2.31
∆Esapt -20.31 -26.32 -15.84 -18.07 -24.62 -13.60 -16.37
∆Ees -28.33 -32.61 -17.09 -21.99 -33.06 -19.48 -19.41
∆Eind* -8.07 -24.55 -5.90 -7.33 -20.83 -6.20 -10.95
∆Edisp* -6.97 -6.60 -8.57 -7.63 -6.99 -9.96 -5.73
∆Eexch* 23.07 37.45 15.72 18.89 36.25 22.04 19.72

a The DFT-SAPT values without density fitting are also
calculated. In the case of 1-Cl-, ∆Eint ) -17.86/-21.74, ∆Esapt )
-20.77/-26.84, ∆Ees ) -28.32/-32.61, ∆Eind* ) -8.06/-24.53,
∆Edisp* ) -7.44/-7.13, and ∆Eexch* ) 23.05/37.43 kcal/mol.
∆Edeform: CCSD(T)/aVDZ deformation energy (∆Eint ) ∆Esapt +
∆Edeform).

Figure 4. Structures of the 2-Cl-[π], 2-NO3
-[π(e), π(s)], and

2-ClO4
-[π(s)] complexes.

Table 4. Intermolecular Distance (R in Å), Interaction
Energies (∆Ee in kcal/mol), and SAPT(DF-DFT(PBE0AC)/
aVDZ) Interaction Energy Components (in kcal/mol) for the
2-Anion Complexes

Cl- NO3
- ClO4

-

π π(s) π(e) π(s)

Ra 2.94 2.74 2.54 2.72
MP2/aVDZ -32.19 -29.84 -30.74 -28.08
MP2/ aVTZ -33.44 -31.11 -31.68 -29.40
MP2/CBS -33.96 -31.64 -32.08 -29.96
CCSD/aVDZ -30.94 -27.23 -29.58 -25.81
CCSD/CBS* -32.71 -29.30 -30.92 -27.69
∆Eint -31.38 -27.39 -29.14 -25.69
∆Edef 2.59 2.01 2.46 2.15
∆Esapt -33.97 -29.40 -31.60 -27.84
∆Ees -44.16 -32.99 -36.90 -30.17
∆Eind* -12.66 -10.52 -11.86 -9.05
∆Edisp* -9.64 -13.46 -11.07 -12.85
∆Eexch* 32.49 27.57 28.23 24.24
∆Eipcm(water)

b -11.94 -15.89 -15.30 -18.14

a R is the shortest vertical distance from an anion atom (O) to
the ring plane. b Interaction energies in water (dielectric constant: ε

) 78) are estimated using SCRF/IPCM(MP2/aVDZ).
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For the 2-Cl-/NO3
-/ClO4

- complexes, the interaction
energies of the π-type complexes are ∼30 kcal/mol, which
are greater than those of the charged H-bonding complexes.
Any H-types of the 2-NO3

-/ClO4
- complexes and any

covalent types of the 2-Cl-/NO3
-/ClO4

- complexes merged
to the π-type complexes during the geometry optimization.
The H-type of the 2-Cl- complex, though it exists, is much
less stable than the π-type complex. As compared with the
π(stack)-type of 1, in the π(stack)-type of 2 the electrostatic
energy increases almost twice (from -17 to -33 kcal/mol)
for the binding with NO3

-, while it increases only 1.5 times
(from -28/-19 to -44/-30 kcal/mol) for the binding with
Cl-/ClO4

-. It is because the positive N on the centroid of 2
favorably interacts with the negative N on the center of
NO3

-. Nevertheless, in the case of the 2-NO3
- complex,

the π(edge)-type (i.e., edge-to-face type) is slightly more
stable than the π(stack)-type by ∼1 kcal/mol, because the
π(edge)-type (wherein the highly positively charged N atom
of NO3

- stays away from the highly positive C atoms on
the rings of 2) has the larger electrostatic energy gain by
∼4 kcal/mol (-33.0 vs -36.9 kcal/mol in ∆Ees for the edge
vs stack form). However, both π(edge)-type and the π(stack)-
type are nearly isoenergetic, so that the structure can be
changed depending on the solvation and packing effects. The
π(edge)-type which has a larger electrostatic energy gain is
expected to be slightly less stabilized than the π(stack)-type
in the condensed phase, so that the π(stack)-type would be
easily observable in crystals. Indeed, the SCRF/IPCM(MP2/
aVDZ) calculations show that in water the π(stack)-type is
∼0.6 kcal/mol more stable than the π(edge)-type (Table 4).
Thus, all the structures of the 2-Cl-/NO3

-/ClO4
- complexes

would have the anion-π interactions in the π-stacked form
in solvents and crystals, while for the 2-NO3

- complex the
π(edge)-type is also compatible. What is more important is
that the interaction energy of 2 with Cl-/NO3

-/ClO4
- in the

gas phase changes from -32/-31/-28 kcal/mol (at the MP2/
aVDZ level) to -12/-16/-18 kcal/mol in water. Thus,
ClO4

- and NO3
-, which have smaller binding energies than

Cl- in the gas phase, have larger binding energies in water,
indicating that 2 is a selective receptor for ClO4

- and NO3
-

in solution.

Conclusions

Using high levels of ab initio theory including coupled cluster
theory at the complete basis limit, we have investigated the
possibility of designing anion receptors which strongly bind
trigonal-planar and tetrahedral anions. The cyanuric acid
(C3N3O3H3) binds Cl-, NO3

-, and ClO4
- as H(π)-type

structures, while its anion-π type structures are less stable.
Thus, we studied the cases of the cyameluric acid
(C6N7O3H3) having the C3h symmetric C6N7 nucleus with
electron withdrawing O atoms and Cl-, NO3

-, and ClO4
-

anions having π-type structures with the binding energies
of ∼30 kcal/mol in the gas phase. Although Cl- has larger
binding energies than NO3

- and ClO4
- in the gas phase,

this trend is reversed in water. The cyameluric acid is a novel
anion-π type receptor for ClO4

- and NO3
-, and conse-

quently, it would be used as a template for building tripodal
and cylindrophane receptors for the selective recognition of

trigonal-planar and tetrahedral anions toward the design of
novel anion receptors.41
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